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What is QueueMetrics?

QueueMetrics is a versatile call center monitoring system dedicated to call centres
based on the Asterisk PBX.

QueueMetrics lets you...

* Run reports on call center activity, divided by queue and filtered by agent and
time period, that show what happened (e.g. taken calls, lost calls, agents logging
on and off...) during the specified period. Such reports can be run while Asterisk
is running, so that you have no delay in seeing what’s going on.

* See the details of call center activity, like each single call that was handled or
lost, and listen to it through your web browser.

* Have a single real-time panel showing call center activity; you’ll see calls being
processed by queues and agent activity in the very moment it’s happening. You
will be able to listen to your agents’ calls as they are being made, and optionally
see their screen through a VNC application.

* Give your agents a web-based interface panel that lets them see their own calls
while they’re being handled and optionally launch an external web-app (like a
third party CRM module) as the calls come in; they also can use it to log-on to
Asterisk, log off and pause/unpause themselves.

» Allow external users, like your clients if you are an outsourcer or the QA dept if
you run an in-house call center, monitor your call center in real-time and see a
stripped-down version of the current statistics.

» Allows tracking of call completion statuses and pause codes, so you can run
statistics on the result of your CC activity and on the time used by your agents,
keeping track of their ACD and non-ACD time.

To meet these goals, QueueMetrics processes a file called queue_log, i.e. the log file
where Asterisk writes signalling events on call queues. QueueMetrics is preconfigured
with the standard Asterisk installation paths so it will work out-of-the-box for most
installations.

QueueMetrics is meant to be highly customizable; you can alter much of its behaviour
to fine-tune it to your own needs (and display your company’s — or your client’s -
logo....).

QueueMetrics is an intranet application as is designed to be used through a web
browser. There is no software to install on the client machines. You can access it from
anywhere, as long as you have the correct credentials.

QueueMetrics is meant to be free for smaller installations, that is up to two agents,
covering most SOHO’s and passionate Asterisk hackers. Larger installation can buy a
licence based on the call centre size; our clients testify that the extra insight and
control on your operation that QueueMetrics makes possible is well worth its price
tag!
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Installing QueueMetrics

QueueMetrics is written in Java, so it should run on any environment where a Java
virtual machine is available. This means that the same version of QueueMetrics runs
fine on both Linux and Windows, with no need for a specific version.

Prerequisites: Server
The following software is needed to run QueueMetrics:
» Java SDK, version 1.4 or later
* A modern JSP and servlet container, like Apache Tomcat 5
 MySQL version 4
» Asterisk PBX, version 0.7 or later (versions 1.2 and 1.4 are fully supported)

All said software should be already installed and working on your machine before
attempting to install QM.

QM was tested on various distributions of Linux, on Windows 2000/XP and many
flavours of Unix.

Prerequisites: Client

QueueMetrics is a web based application, so it does not require any software to be
installed on the client machine but a fairly modern web browser.

QM is also a multi-user application, meaning that many users can use share the
system at the same time; each user is identified by its credentials and not by its
physical location.

The following web browsers have been successfully tested with QM:
e MS Internet Explorer 6
* Mozilla Firefox
e Opera7,8and9

A number of users have encountered minor annoyances using versions of Firefox
before 1.0, mostly on Unix environments.

All versions of Mozilla seem to share a common problem when trying to access
multiple user sessions from the same browser instance. You should not therefore use
Mozilla to access multiple times to QM; results might be unpredictable.
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Where to install

The most common case is to install QM on the same server running your Asterisk
instance. This will be fine in most cases, but in very heavily loaded servers running
huge analyses it might be possible that QM will end up competing for RAM, CPU and
disk I/O with the Asterisk system. In this case, QM should be installed on a separate
server and log files should be replicated (or MySQL storage used, see page 77) to
minimize impact on the Asterisk server.

In most cases — like mid-sized call centres up to 20 agents on line — it will usually be
okay to have everything on the same production server.

It will be fine to have MySQL run on a separate server from the main QM installation.

Installing in practice
Installing QM is easy and only takes a few minutes.
1. Make sure your servlet container is working

2. Make sure your MySQL is working and you have the “create” grants for a new
database.

3. Download the latest version of QueueMetrics from http:/queuemetrics.com

4. Unpack QM in the webapp/ folder of your servlet container. The folder created
will usually be named something like queuemetrics-1.4.0 — rename it as needed.

5. Download the MySQL connector and place it in WEB-INF/lib with the other Jar
archives. It is important that you use the file named mysql-connector-java-
3.0.10-stable-bin.jar, that can be downloaded from
http://www.mysql.com/products/connector-j/index.html
Other versions of the MySQL connector will likely work but might require some
minor tweaking of parameters?.

6. Create a database called queuemetrics in your MySQL installation and fill it
with data taken from the file WEB-INF/README/queuemetrics.sql.

The process will probably be something like:
- Enter your MySQL shell as root typing:
mysql mysql

- Create the new database

1 The most common case is when a version of the Connector/J greater or equal than 3.1 is in use. To
solve this problem, see the page http:/queuemetrics.com/faq.jsp . The current versions of QueueMetrics
will handle such parameter tweaking automatically.
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CREATE DATABASE queuemetrics;
GRANT ALL PRIVILEGES ON queuemetrics.* TO ‘queuemetrics’@’localhost’
IDENTIFIED BY ’javadude’;

- Exit the MySQL shell

- Load the database sample with something like

mysql --user=queuemetrics --password=javadude queuemetrics <
queuemetrics_sample.sql

7. Edit WEB-INF/web.xml, change the parameters of JDBC_URL to reflect your
installation. The included version uses a database called queuemetrics that is on
a the same server, using a user called “queuemetrics” which password is
“javadude”.

8. Restart your servlet container
9. Point your browser to http://127.0.0.1:8080/queuemetrics

10.Log in and change the default QM installation passwords.

If you encounter any problems with this setup, you should point your browser to
http://127.0.0.1:8080/queuemetrics/dbtest for a JDBC tester page.

Installing using yum

On Linux distributions that are derived from Red Hat, it is possible to install
QueueMetrics using an automated procedure using the yum utility.
Just type the following commands:
wget -P /etc/yumrepos.d http://yum|oway. ch/l oway.repo
yuminstall queuenetrics
The installation will start automatically and all dependencies will be handled

automatically. When it finishes, there is a screen telling you to type a command to
create the database; follow the on screen instructions to create it.

When finished, point your browser to http:/127.0.0.1:8080/queuemetrics and log in
using the default credentials.

Using the JDBC tester page

The main source of problems when installing QueueMetrics is to correctly set-up the
JDBC connection to the MySQL database. In order to ease the installation process,
there is a test page available at the URL http://127.0.0.1:8080/queumetrics/dbtest
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The test page will look like the following figure:

4 JDBC Connection Tester - Opera

File Edit \Misw Bookmarks Feeds Mal Tools Help

[ ] Mew page L.&-TxansF&rs id R
o - - G o emetrics-1.0.0fdbtest, ¥/ [G] soage seardt hd ® 100% Bl _g
QueueMetrics

call center monitor

éQueueMetl'ics JDBC connection tester

EQueueMetrics requires a working JDBC connection to a MyS0L database in order to work properly.

EIf you have not already done so:

+ Download the MyS0L database driver and put it in WEB-INF /lib with the other JAR files. Eestart the servlet
container.

# Create a database for QueueMetrics and import the sample database you'll find in WEB-INF /README

s Edit the fila WEB-IINF /web.ml to enter the database server, user and password Queueleatrics will use to
connect

‘These steps are explained in greater detail in QueueMetrics user manual, available at http:/ /queuemstrics.loway.it/
‘manual.jsp. ;

EOn this system, the web.oml file you have to edit is located at /usr/local /jakarta-tomeat-5.0.10 /webapps/
iquensmetrics-1.0.0/WEB-INF fweb.xml.

iNow testing the JDBC connection...

1 Reading JOBC URL from WEB-INF /web.rml ok
‘#2  Loading MyS0L JDBC driver ok
:#13  Connscting to the database Ok
# 4  Checking database table: arch_classes Ok
#5  Checking database table: arch_users Ok
i#6  Checking database table: code. possibili ok
# 7 Checking database table:agenti_noti ok

;Most common JOBC errors are explained in the FAQs, available at http://quenemetrics loway.it ffag.js=p.

research
Loway Ressarch

If all tests show the OK status, then you are ready to start QueueMetrics. If any test

should fail, the web app will tell you the reason of the failure and possible
workarounds.

If all tests are Okay, it’s a good idea to click on the link that checks that you have the
latest version of the database and updates it in case it’s necessary.

In this case, for example, one of the tests fails:
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;Now testing the JDBC connection...

Reading JOBC URL from WEB-INF fweb.xml 0k

Loading My3QL JDBC driver Error

Problem encountered:

The My3QL JDBC driver is not present. Please download it, put it in WEB-INF/1ib and restart
the servlet container

Java Error:
jara.lang.ClassMotFoundException: com.mysgl.jdbe.Driver

;Most common JOBC errors are explained in the FAQs, available at http://quenemetrics.loway.it ffag.jsp.

It is very important that you restart the servlet container after tweaking with the
JDBC configuration; otherwise your changes may work in the DBTest page but might
not be seen by QueueMetrics.

Updating from a previous version of QueueMetrics
If you choose to update from a previous working version of QueueMetrics:

e Make a backup of the files web.xml and configuration.properties that are found
in WEB-INF/. To be extra-safe, make a backup of the whole working webapp
and of the database being used.

*  Unpack the new version of QueueMetrics

» Copy the old files web.xml and configuration.properties so your licence and
preferences are preserved

* Copy the additional Jar files not distributed with QueueMetrics, e.g. the
MySQL connector

* Restart the servlet container
* Run the DB tester
* From the DB tester, run the database update utility

*  Once the database update utility reports a success, you’re ready to log-in to
QueueMetrics

Automatic update using yum

If you originally installed QueueMetrics using yum, you can upgrade your system
using yum as well.
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e Make a backup copy of the files web.xml and configuration.properties that are
found in WEB-INF/. To be extra-safe, make a backup of the whole working
webapp and of the database being used.

* Type the following command:
yum updat e queuenetrics

and follow the update process. Yum will check if a newer version is available
and will install it.

e Copy the old web.xml and configuration.properties over the default ones that
were installed using yum.

* Restart QueueMetrics by entering:
/etc/init.d/queuemetrics restart

* Point your browser to http://127.0.0.1:8080/queumetrics/dbtest and check if the
database is consistent. If there are changes that need to be made to the old
database schema, the database update utility (see below) will handle them
automatically.

The database update utility

QueueMetrics ships with an utility that makes it very easy to upgrade an existing
database to the latest version used by newer versions QueueMetrics. Before running
the update utility, make sure you have a backup of the QM database!

The database updater works on the same connection that is being tested by the DB
connection tester, so it’s always a good idea to access the DB connection tester first.

There is a link to the database updater right from the connection tester, or you can
access it directly by pointing your browser to
http://127.0.0.1:8080/queuemetrics/dbtest/dbupdate.jsp
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call center monitor

- "y

eQueueM etrics database update utility

ThlS utility will check if the database is up-to-date for QueueMetrics version 1.3.0bg and will update it if necessary. ;
Refore attempting to checkupdate your QueusMetrics database, make sure you have a backup of your current databasa in case anything goes wrong

durmg the updats procass!

:Your current IDEC TRI i=:
(A boammnysqlaf -t S I 180T Tl W g WD R e s A e F T b o B A P B gl

e Yes,Thavemadea backup and T am ready to check /update the database

éUpdating database

éThe databaze is currently up-to-date.
¥ou are now ready to run QueueMetrics. Click here to start.

éOptinlizing database

Description Result
Optimizing table agerti_noti QK
Optimizing table arch_claszes Ok
Optimizing table arch_users Qk
Optimizing table code_possibil Ok
Optimizing table diyversion Qk
Optimizing table locations Ok
Optimizing table queue_log 0K

T

resenrch x

Once you access the DB updater, it will update the database and then optimize it for
maximum access performance. This may take a while if you have a lot of queue_log
data loaded into it.

Installing a licence key

QueueMetrics ships with a limited evaluation key that lets you use the system freely
with up to two agents. If you need to evaluate with a larger call center, you will be
sent a temporary key that will process as many agents as needed. The same happens
when you decide to buy the product.

The key is a single long hexadecimal sequence with minuses in the middle and looks
like the following string:

012345678-0987564D- 3CO82EF8- 012345678- 0987564D- 3CO082EF8

The length of the key may vary according to the features needed.

Once Loway Research sends you the temporary or official key, follow these steps to
install it:

e Locate the file WEB-INF/web.xml within the QM webapp
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o Edit the file with a text editor

* Locate the section with the licence, looking like

<init-paranp

<par am nane>L| CENZA ARCHI TETTURA</ par ant nane>
<paramvalue>........... </ paramval ue>
</init-paranr

Insert your licence key within the param-value tag, all on one line, exactly as it
was sent to you

* Save the modified file
* Restart your servlet container
* Login to QM as usual using your browser

e Click on the "Licence" label to see your current licence.

Setting session timeout

The default session timeout value for QueueMetrics is 30 minutes. This means that if
the application is left idle for more than 30 minutes by a user, the resources associated
with the user session are reclaimed and the user session expires. If the user tries to
continue, he will have to log on again.

It is possible to change the inactivity period that will result in a session timeout by
changing the session-timeout parameter in web.xml, expressed in number of minutes:

<sessi on-confi g>
<sessi on-ti neout >30</ sessi on-ti neout >

</ sessi on-confi g>

If changing this parameter, it is important to keep in mind that real-world users will
only seldom use the “Log off” button and will usually rely on closing the browser
window when they terminate using QueueMetrics. As the amount of data stored in
memory by QueueMetrics can be quite large (runs of tens or hundreds of thousand
calls are quite common) they will be using up RAM until the session times out.

Understanding basic security mechanisms

Each user accessing QM should have his own user and password. The administrator
can easily setup multiple accounts from the administrative interface. All user activity
is tagged to the user performing it, so it’s a good idea to give an account to each person
accessing the system. Accounts can be created, blocked and revoked in a matter of
minutes.
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Each feature that QM offers is enabled by a special key, as if there was a padlock
protecting it from unauthorized access. The administrator gives each user a key ring
that specifies which locks the user can open, and therefore what the user can do. A list
of keys used in QM is available in Appendix II on page 126.

To ease the burden of administering multiple users, keys can be grouped into classes.
Each class offers the additional advantage of giving the key ring a label, so that it’s
easier to see whether an user is an Administrator, a User or an Agent by looking at
the label and not at the very keys s/he holds.

Individual keys can be granted or revoked individually to handle special cases, in
addition to the ones anyway present in the user’s class. For more information, see
page 90.

Understanding QueueMetrics memory requirements

To understand QueueMetrics’ memory needs, you must consider that the memory
requirements are roughly proportional to the width of the analysis and to the number
of required events to track. You may think of it as the number of calls plus the
number of agent events, i.e. agents logging on and off and setting pauses on and off.

Calls can be restricted by the queue filter, but all agent events in the required time
window are tracked. This gives you an idea of the memory usage.

Though the actual memory requirements depend considerably on the actual content of
your analysis and the exact brand and version of Java virtual machine that you are
running, you should expect to be possible to track circa 80,000 calls and 40,000 agent
events with a standard 64 megabyte Sun Java VM and Tomcat running.

You can of course start your servlet container with more memory in order to allow
more room for larger analyses. The standard way in Tomcat is to pass additional Java
parameters is to store them in the environment variable JAVA_OPTS before starting
Tomcat.

Typing:
JAVA OPTS="- Xnms256M - Xnx512M'
export JAVA OPTS

And then starting Tomcat will start up a Java virtual machine that has 256
megabytes of available memory and can use up to 512 megabytes. Consider that this
memory is shared between all QueueMetrics users and all Java webapps, so the more
the better.

Consider also that Java will never return this memory to the system free memory
pool, even when it stops using it. The only way to have this memory returned to the
system memory pool is to stop the Java VM and restart it.

As a last note, the memory footprint of a Java VM may be quite larger than the
memory you give it as Java heap space, as it will need RAM space for the VM itself
and all its required libraries. Overheads of 50-100 megabytes are not unheard of.
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Understanding QueueMetrics disk 1/0 requirements

Disk I/O required by QueueMetrics is directly proportional to the queue_log size as it
is read from scratch every time you ask for a full analysis. Even if you only care about
what happened yesterday between 3 and 4 PM, your 50-megabyte queue_log will be
read entirely. As the queue_log usually don’t get too large even in the largest
installations, this is usually a feasible strategy.

The big advantage of using MySQL as a storage medium is that the queue_log rows
are indexed when importing, so only relevant rows are extracted and transferred to
QueueMetrics. This should speed things up a bit for the largest installations. Also
with MySQL you can put the database on an entirely different server in order to avoid
disk I/O problems with the local system running Asterisk — see Storing queue data on
MySQL on page 77 for complete details.

How much load can QueueMetrics handle?

In order to test if our product behaves correctly under load, we routinely do a stress
test of QM simulating 20 users who keep on running reports and real-time monitoring.

We consider the test passed and the product worth releasing if QueueMetrics can
handle over one million continuous transactions with no memory problems — they are
usually far more than any user will likely do, and with a very constrained VM size.

The stress test that QM 1.4 passed had the following parameters:
e Sun dJava 1.4.2_04 running in server mode with 256 Mb fixed heap
e SQL storage using connector version 3.10
* 20 concurrent users
e Simulated CC with nearly 1,500 calls per day
* No errors on over 2,000,000 transactions run

QM will easily scale upwards giving it more Java heap space to accommodate larger
datasets. Call centres with over 200 agents online and 30,000 calls per day are not an
uncommon target for QueueMetrics.
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Logging on to QueueMetrics

To log on to QueueMetrics, you have to point your browser to the address of the server
where you installed QM. As servlet containers are often installed on ports different
than the standard HTTP one, it might be necessary to specify the port address.

For example, if you install Tomcat 5 on the same server you're accessing QM from, you
may end up pointing your browser to: http:/localhost:8080/queuemetrics .

Ask your system administrator for the correct web address of your instance of
QueueMetrics.

If all goes well, you will see a page like the following one:

: [Fm ]
Your [ﬂ}lﬂ QueueMetrlcs

call center monitor

User Logon

Login: | |

Password: | |

Language: |US Englizh :J
[Login> |

Please ask your system administrater for the correct credentials to access this instancs of QueusMetrics.

rrrrrrr

This and the following screenshots are taken using Opera 8 on Windows; other
environments may present minor discrepancies from what is shown here.

If your system administrator has already configured QM, you might see you firm’s logo
on the top left part of the screen and a different welcome message.

To enter the system as a user, enter the standard credentials demouser with
password demo and click on the “Log in” button, or use the credentials your
administrator has provided.
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If you prefer to use a different language from the default English, you can choose one
of the other supported languages from the drop-down box. After choosing the
language, the main page will be reloaded.

.............

QueueMetrics

call center monitor

QueueMetrics Home Page

uena:

Ioo All :_j

Quick activity reports

Today | Yestarday | The day before vesterday
Last day | Last 7 days | Last g0 days | Last go days

Real-time report

Start realtime monitoring
Start wallboard

Custom report

Eun custom report

Agent report

|Fi1tered for agent: _j

Today | Last 7 days | Last 50 days | Last oo days

Edit QueueMetrics settings

Administer usars

Edit queuss

Edit agents

Edit locations

Edit call cutcomes

Edit pause codas

Satup wizard - Load data from Asterisk
Mysql storags information

Show licence information

The user is presented with the Home Page, that is the starting point of QM. The name
of the user and the current class for the user are shown on the top-right corner of the

window.

To end the current session, you have to press the “Log off” icon or close the browser

window.

To print the current page in a printer-friendly format, you just press the “Print” icon.
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To see more details on the current user and change its access password, click on the
“Info” icon.

License information

Pressmg the “Licence information” label, a page like the one below is shown.

” Demo Admin | Administrator @ & h—;l
\HIII ) 020 QueueMetrlcs

call center monitor

Licenceinformation

Softvare release: Loway QueueMetrics - 1.4.0-betaz
Licenced to: SvilInternoQMi3

Maximum licenced agents: g9ggg

Licence expires on: zoon-08-25

Operating System: 0.5.: Windows XP - Ver: 5.1-x86

Java Runtime: Varsion: 1.4.2

Vendor: Sun Microsystems Inc.
Class Wersion: 48.0
Java Home: C:\Programmiljzsdk_nbYjzsdki.q.2\jre

Loway TPF: YVarsion: $Revision: 1.38 $ #Build: 1140#D
Languages pack: %1d: quensmetrics_en_US.properties,v 1.11 2007/ 06/11 2oigzi20 lenz Exp §

The official QueusMeatrics website is located at http:/ /quenemetrics.com.

Contributors
Queuskletrics would not be possible without the joint efferts of the following people:

# Ttalian localization: Lorenzo Emilitri, Loway Research

s German localization: Thomas Dreiling, TeleWeb GmbH

+ Franch localization: Vincent Monnemacher, AgentSpaca

» Latin America Spanish localization: Carlos Julio Moya, Colombia

The follawing high quality Free Software libraries and components are uzed by this work:

® Redstone XML-REC library
Diztribuited under the LGPL, as of paragraph fucofsaid licence.

# TheSilkicon set by Mark James
Licensed under a Creative Comnrons &ttribution 2.5 License.

Teoffer all interested partiss the opportunity to download zaid components sources at nocost from our web site at httpeff

wwwlowar.it/third-party.

This page shows the current release of the software and the current license
information.
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If you are running a free demo version, you will see that the maximum number of
licensed agents is 2 and an additional text will remind you on how to register.

You can also see some information being shown on the Operating System and Java
version being used. Such information is very useful to in the case of errors and should
be sent to Loway in the case you think you have found a bug.

Running a report

To successfully run a report, your system administrator must have configured the
correct queues in use on your system. You will find them in the drop-down menu on
top of the page. See page 94 for details on how to do it.

Quick activity reports

The quickest way to obtain an analysis is by selecting the queue you want to analyze
and then click on the appropriate time frame below the “Quick activity reports” title
on the home page.

The defined time frames are the following:

e Today, Yesterday, The day before yesterday
The day in question, starting from midnight to midnight

» Last day, Last 7 days, Last 30 days, Last 90 days
The exact time period, starting from the current hour backwards.

The system will then show the “Answered calls” page, like here below.
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Demo Admin | Administrator ®SE

QueueMetrlcs

call center monitor

Area  Att.  Distrib.  Agents Outcomes all

Report Details:

Atomic gueue(s) considered: 0o All
Pearind start date: June 22 2007, 0:00
Period end date: June 22 2007, 23:59
Total calls processed: 1,702

FH.0% ans/25.0% unans

éAnswered calls

Calls fully within the given time

All calls: interval:

M. calls answered by operators: TEE M. calls answered by operators: 1276

Average call length: B0.0 5. Average call length: B00 =,
vin call length: 0:z0 hin call length: 0:z20
hign call length: 2:30 Wi call length: 250
Total call length: 213 H Tatal call length: 213 H

Average call weaiting time: 13.3 5. Average call waiting time: F3:3
vin waiting time: o0 Tufir waiting tirme: 0:10
IvEn waiting tirme: 020 W waiting time: 020
Total waiting time: 47 H Total waiting time: 47 H

Agents on queue

Agent N. Calls

John Doe (104 213 1673

Mike Boo [ 102) 425 33,3
agentA 03 213 1673 [—

agent/104 426 334%

P Export as... &) =)

On top of the page, you can see a multi-tab menu; by clicking on it you can select
which part of the report you are going to see. To go back to the home page, click on the
“Home” tab. You can also see all the analyses at once by clicking on the “All” label
(this is mostly useful when printing the results to paper).

Agent report

If the user has the appropriate grants, s/he can restrict the analysis to a single agent.
This way one can see exactly what one agent did.

To use this feature, select the agent you want to filter by and click on the desired time
period in the “Agent report” section of the Home Page.

Custom reports

Custom reports are available by clicking on “Run custom report” from the Home Page.
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A new menu will appear, asking for custom report parameters:

_____

————————

Custom report analysis

Cueue: |oo all ~|
Agent: |- J
Location: - ~|
Start Date: Eﬂhune j|2007 ,lo_jlﬂj
End Date: Eﬂhune ~|lzoo7 sIﬁJIﬂJ
File: lsqlirt |
Time zone offsst: Mo offsat ~|
Join multi-stint calls: |No ~|

|| Start realtime monitoring ||

|| Fun custom report ||

The meaning is as follows:

Queue is the queue or composite queue you want to analyze;

[13K13

Agent is an agent to be used as filter, or “-“ as no filter;

Location is a location to be used as a filter, or “-“ for none;

Start and end date let you select the period you want to analyze, with five-
minute resolution;

File is the queue_log file you want to analyze. You may want to change it to run
reports on a different Asterisk server or on an older archived version of your
queue_log. If you run QM on the same machine as Asterisk, the file name
should be already correct. Make sure the file is readable to your servlet
container. If you use MySQL storage or clusters, the file will look something like
“sql:P001” or “cluster:*”

Time zone offset is to be set if the Asterisk server that created the queue_log file
was in a different time zone from the one you are using.

Join multi-stint calls lets you join together the pieces of the same call if it has
been processed by more than one Asterisk queue (see page 66)

By clicking on the “Run custom report” button, you can run the analysis, which output
is the same as the “Quick activity report” and will be explained below.
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Understanding results: Common header
On the top of each report, a box will be shown showing:
*  Which queue or queues were considered for the analysis
e The time period the analysis refers to
*  Whether the report is about the whole of the queue or a specific agent

» The total number of calls processed for this analysis, divided into answered and
unanswered ones.

e If running in multi-stint mode, the total number of calls that were joined
together

There is also a box showing a number of analyses you can export in CSV format.

When running in report mode, QM distinguishes between calls or agent sessions that
are complete and calls or agent sessions that are “ongoing” at the moment the report
was taken. This behaviour is different from version of QueueMetrics up to 1.1, where
incomplete entities were simply discarded.

Ongoing calls or sessions are usually marked in red and counted separately, as data
for them is not definitive and will appear differently if you run further reports.

You should also note that a call that has not been answered yet will be counted as
“Ongoing unanswered”, though it may well be answered in the nearest future by one of
your agents.

In any case, if you need to see calls in progress or whether an agent is logged in, you
should rely on the Real-time panels and not on the reports.

Exporting data from reports

It is possible to export data in Microsoft Excel, Comma-Separated Values (CSV) or
XML right from most QueueMetrics panels.

Agents on queue

Agent N. Calls

John Doe (1013 5 167y, (—

Mike: Bloo ¢ 102) 425 333%
agents103 25 1679 [—

agemﬂ 04 429 33.5% [

P Export azs... | =«

By clicking on the Excel, CSV or XML icons below each report, it is possible to save
exactly the same report as seen on screen and then edit it using your favourite
number-crunching software.

File:QueueMetrics User Manual 141.doc Version: 23/08/07



L ow a QueueMetrics User Manual
y Page 25 of 130

research

You must be logged in to download the reports, as you see them on screen.

If you are looking for a way to export a full analysis to one file, you should probably
have a look at Automating statistics download: the ROBOT profile on page 74.

Understanding results: Answered calls
The answered calls section deals with calls that were correctly handled by agents.
The top panel shows:
 How many calls were handled,;
» The average call length (i.e. time the caller spends talking to an operator);
* The maximum and minimum call lengths recorded for the given time period;
e The total call length (for all calls on all operators);

* The average call waiting time (i.e. the time a caller was waiting on a queue
before being connected to an operator).

* The minimum and maximum call waiting times on record

* The total waiting time for all handled calls.

You can see that the information above is reported twice: on the left for all calls,
including incomplete ones, and on the right for complete calls only, i.e. excluding calls
that were started before or terminated after the given time frame.
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¥ Loway QueueMetrics version 1.2.0-b1 - Opera

File Edit Wew Bookmarks Feeds Mal cChat Tools Help

r_] Mew page

- = ks D G| o pii10.10.3.5:8080)qusuemetrics-1.2 ]| |[Gl Soogle search v |E 00 v A |E] -

éAnswered calls

M. calls answered by operators: 2,088  N.callsanswered by operators: z,088
Average call length: do.0s5. | Average call length: 40.0 5.
Min-call length: 20s. Min call length: 203,
flz call lenth: 1480 =. = call length: 150 5.
Tatal call length: 125,260 5. Total call length: 125,280 5.
Average call waiting time: 19.98. Average call waiting time: 13.98.
i waiting time: 10s. Ilin weaiting time: 10=.
Iz weaiting time: 20s. Is weaiting fime: 0=,
Total waiting time: 27840 =, Total wating time: 27 840 s,

Agents on queue

Agent N. Calls

Agert 01 345 16.7%

Agenti 02 f96 33.3%

Agerti 03 348 16.7%,

Anerts 04 BOE 53.30;

Service level agreement

Answer N. Calls Delta
Within 10 seconcds; 1392 56,75
Within 20 seconds: 2035 + BAG 100.0%
Within 30 seconds: 2055 & 100.0%
Within 40 secaonds: 2085 a 100.0%
Within 50 seconds: 2085 a 100.0% L
¢ Within B0 seconds: 2085 a 100.0%
Within 70 seconds: 2088 o 100.0%
© Within 50 seconds: 2085 o 100.0%
Wyithin 90 seconds: 2055 a 100.0%
Within 100 seconds: 2055 & 100.0%
Within 110 seconds: 2085 a 100.0%
Within 120 seconds: 2055 a 100.0%
‘Disconnection causes
Cause N. Calls
: Agent disconnected G965 33.3%
Caller dizconnected 1392 BE.7%

Agents on queue

This report shows which agents have been available for the given queue, how many
calls each one handled and the percentage of all calls that each one handled.

If calls are connected directly to a phone terminal, QM tries its best to show the
corresponding terminal, usually in the format used by Asterisk, like “SIP/303” to
signify a SIP phone whose number is 303.
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If you connect to H.323 telephones via the OH323 module, the recorded channel names
have no meaning and do not refer to a specific terminal; that’s why all OH323 calls are
grouped together under the label “OH323/-.

Service level agreement

This report shows the distribution of call waiting times. It shows how many calls were
answered within a given time frame, usually 120 seconds in 10 second increments (the
time frame and increment can be modified by the administrator, if needed — see page
108).

You get a percentage of how many calls were answered within X seconds; the
percentage includes calls answered in a shorter time frame and therefore grows with
time.

The “delta” value you see is the absolute increment, expressed in number of calls,
between each time frame.

This metric is computed only on answered calls, i.e. ignoring lost calls . If your SLA is
defined in terms of taken and lost calls, see the corresponding metrics “Inclusive SLA”
on page 30.

Disconnection causes
This report shows the reason why calls were terminated; this means that:
e The agent hung up, or
* The caller hung up, or
e The call was transferred outside the queue and the agent was freed again, or
* The call was ongoing at the time the report was run.
Transfers

This graph shows how many calls were transferred to each extension in the given time
frame. This lets you know who is handling exception calls.

Note: when a call is transferred outside the queue system, its length is no more
recorded by the queue subsystem; therefore you only get to see the length of the call
while the agent was on line.
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éAnswered calls, by queue

ueue - Lalls

8] N. Call

i1 Fa3 S
o2 G44 50.0%

P Export as... €] = &

EAnswered calls, by direction

Direction N. Calls
3 Inbound calls | 0.0%
B Outhound calls 0 0.0%
Undefined 1267 100.0%

P Export as... f£] = &
éAnswered calls, by stints

Number of stints M. Calls

1 1287 100, 0%

P Export as... €] = &
Report details answered calls

Total rows processed: 1287 ||_D_F:'ta'|_||

Answered calls by queue

If more than one queue is in use for the report, this graph shows the relative
magnitude of each queue.

Inbound queues are marked with the symbol @, while outbound queues use the
symbol &o.

Answered calls by direction

If more than one queue is in use for the report, this graph shows the relative
magnitude of inbound versus outbound calls made.

Answered calls, by stints

This graph counts the distribution of multi-stint calls on selected queues. If multi-stint
mode is not enable, all calls will have only one stint.

Detail of answered calls
This page shows the detail of answered calls (see page 47).
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Understanding results: Unanswered calls

Unanswered calls are calls that were lost, i.e. the caller could not connect to an agent.
This usually means that either the caller hung up, fed up with waiting, or the queue
system decided to discharge the caller, maybe sending him to voicemail or another

queue.

¥ Loway Queuemetrics version 1.2.0-b1 - Opera

File  Edit Miew Bookmarks Feeds Mail Chat Tools Help
i:] MNew page E i
s B T S S :-:_.* # | | om pif10.10.3,.5:8080/queuemetrics-1 85| |_C_| Goodle search ] [i'g 100% | = J |M i
-
Unanswered calls
M.of unanswered calls: gdoé  MN.ofunanswered calls: doé
Average wait time before disconnection: 10.08.  Average wait time before disconnection: 10.0 8.
hdin weat time before disconnection: 10 =. hdin sweatt time before disconnection: 10=.
e weait time hetfare disconnection: 10 5. e wait time befare disconnection: 10=.
Total weait time before dizsconnection: 6,960 =, Total weait time before dizconnection: 6,960 =,
Average queue position at disconnection: 1.08.  Average queus position at disconnection: 1.0 8.
in queue position at disconnection; 1=, lin queue poszition at disconnection; 1=,
Iax gueue position at disconnection: s ax gueue position at disconnection: s
Disconnection causes
Cause N. Calls
Lzser abandon (a2 ] 100.0%
Unanswered calls, by queue
Queue N. Calls
gl 348 20.0%
2 248 ZO0%
Unanswered calls - distribution by length
Hangup N. Calls Delta
ithin 10 seconds: 535 100.0%
Within 20 seconds: 95 il 100.0% T
: Within 30 seconds: (a2 ] a 100.0%
C | Within 40 seconds: A5 o 100.0% [
. Within S0 seconds: {at= 3] o 100.0%
b within B0 seconds: a5 vl 100 0% L |
- Within 70 seconds: G96 2} 100.0% =
within S0 seconds: 595 o 100 .0% [
WWithin 90 seconds: {at= 3] i 100.0%
Within 100 seconds: G35 a 100.0%
Within 110 seconds: 95 a 100.0% P EEEEEEEEEE——
©Within 120 seconcs: 596 & 100.0%
Inclusive SLA (computed on both answered and unanswered calls)
Hangup N. Calls Delta
©within 10 seconds: 2085 75.0% ;
Yithin 20 seconds: 2784 + BOE 100.0% [ ' | |
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The report shows:
* How many calls were lost;
* The average waiting time before disconnection;

* The average queue position at disconnection (i.e. how many calls the queue had
to dispatch before connecting the caller to an operator).

* The minimum and maximum wait times
* The minimum and maximum queue position at disconnect.

As with answered calls, this report is computed twice; the version on the left is for all
calls monitored, while the version on the right only holds data for calls that were
complete at the moment the analysis was run.

Disconnection causes
This report shows the relative magnitude of disconnection causes, that are:
e The caller hung up, or

e The queue timed out and discharged the caller (if this feature is enabled by the
queue configuration — see page 114), or

* The caller exited the queue by pressing a key (if this feature is enabled by the
queue configuration).

Unanswered calls, by queue

If more than one queue is in use for the report, this graph shows the relative
magnitude of each queue.

Unanswered calls - distribution by length

This report is functionally equivalent to “Service level agreement” in the Answered
calls section (see page 27), but is computed on lost calls. It shows how many calls were
hung up within a given time frame, usually 120 seconds in 10 second increments (the
time frame and increment can be modified by the administrator, if needed — see page
108).

You get a percentage of how many calls were lost within X seconds; the percentage
includes calls lost in a shorter time frame and therefore grows with time.

The “delta” value you see is the absolute increment, expressed in number of calls,
between each time frame.

Inclusive Service Level Agreement

The inclusive SLA corresponds to the Service Level Agreement metrics shown on page
27, with the difference that it is computed taking into consideration both answered
and unanswered calls.
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Unanswered calls by key press

If there are any calls that are were set unanswered because the caller pressed a key to
exit the queue, this graph shows which keys were pressed and how many calls were
terminated for that reason.

Unanswered calls, by stints

This graph tells the stint distribution of unanswered calls. It corresponds to the graph
called “Answered calls, by stints”.

All calls, by stints

This graph tells the stint distribution of all processed calls. It corresponds to the sum
of the graphs called “Answered calls, by stints” and “Unanswered calls, by stints”

Details of unanswered calls

This page shows full details of unanswered calls (see page 50).
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Understanding results: Area code report

If the Caller*ID is present, it is possible to break down both answered and
unanswered calls to specific area codes by clicking on the “Area code analysis” button.

~ AL Bt (R Demo Admin | Administrator @ .w"'- =)
B Your Logo QueueMetrics

call center monitor

............

Home  Answered  Unans. | Area Att.  Distrib.  Agents  Outcomes  All

éArea code report

Mumber of CLID digits to search: |3 .:.[
Starting from postion: 12 _:,f

[ Search |

éDetail for answered calls

Area code/Caller id Taken calls Total calling time  Average time percall  Awverage wait time per
call

255 1286 21:26:16 1:00 13

HIDDEN 1 0:20 0:20 0:20

P Export as... i) = o

éDetail for unanswered calls

Area code/Caller id Lost calls Average wait time per Average position
call

i | 555 430 010 10
i PExportas.. & E &

By selecting a number of caller id digits to search upon and a starting digit position,
you get a number of statistics grouped by area codes.

This report gives an immediate check of the geographical origin of calls handled by
your call center.

It is possible to export all the reports as needed.
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Understanding results: Inbound ACD call attempts

When running an inbound call center, it is very important to determine the reason
why a call is delayed: are your clients refusing to answer? Did they forget to log off
before leaving their workplace? The inbound ACD call attempts metrics try to answer

to these questions.

As these metrics are not usually recorded by Asterisk, you’ll have to patch and
recompile your Asterisk system in order to gather them — see the section Enabling
ACD call attempts recording on page 118. If you do not do so, the metrics presented
here will always appear zeroed out. With Asterisk 1.4, this feature should be
automatically enabled with no need to patch the source code.
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" Loway QueueMetrics version 1.2.0-b1 - Opera

File Edit WYiew Gookmarks Feeds Mail Chat Tools Help
r_] Mew page a o
s . R SR o.l‘ 7 |G | om 2/10.10,3.5:8080/queuemetrics-1 & @ songle search B “;‘\ 100% | x| _ﬂ IL *
Home  Answered — Unans. Att. Distrib ~ Agents  All
i -
Report Details:
Atomic gueuel’s) considered. ooasLL
ol g
Period start date: 2006-03-16, 222
Period end date: 2006-06-14, 22:24
Total callz proceszed: 2784
FE.O0% ans f26.0% unans
‘Export analysis in C5V format:
' o o
\Amswered calls: Agents on queue x| Expot |
Inbound ACD call attempts
Total ACD attempts sent to operators: 3,480
Taken callz
Average sttempts: 1.3
Min attempts: 1
Max sttempts: =
Total attempts: 2784
Lost calls
Average attempts: 1.0
Wi attempts: 3|
Wax sttempts: 1
Total sttempts: 696
ACD attempts by terminal
Agent N. lost Awg ring Ring (s} N. Taken Avyg ring Ring (s}
Aoents 01 a - 0=, 348 0= Os.
Agents 02 636 10 6960 5. G396 1= 10440 5.
Agent 03 BSG6 10= 5960 5. 348 10= 3480 5.
Agents 04 a - 0= B35 10= 5 9E0 =,
ACD attempts by queue
Agent M. lost Avyg ring Ring is} N. Taken Avyg ring Ring is)
gl B35 10 E960 =. 1044 10= 10440 =,
g2 (=311 10s= 5960 =. 1044 10s 10,440 =,

This page shows the following pieces of information:

* How many agent attempts were made, i.e. how many times the agent’s
telephones were rung in total
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» The average number of attempts that were necessary for a taken call; the
minimum, maximum and total attempts made that resulted in a taken call

» The average number of attempts that were necessary for a lost call; the
minimum, maximum and total attempts made that resulted in a lost call

ACD attempts by terminal

This graph breaks down agent attempts by the agent that was called. The following
pieces of information are extracted for each agent:

* N. of lost agent attempts (i.e. the agent was called but not responding)
e The average ring time for lost attempts
» The total ringing time for lost calls
e The number of taken agent attempts (i.e. calls answered)
e The average ring duration for taken calls
e The total ring time for taken calls
ACD attempts by queue
The following metrics are extracted and broken down by queue:
* N. of lost agent attempts (i.e. the agent was called but not responding)
e The average ring time for lost attempts
» The total ringing time for lost calls
e The number of taken agent attempts (i.e. calls answered)
e The average ring duration for taken calls

» The total ring time for taken calls

Understanding results: Call distribution

The call distribution report shows when calls were handled, when calls were lost and
the average wait times broken down by period.

All percentages are calculated on the call class they belong to, i.e. a 50% of
“Unanswered calls” on one day means that 50% of all unanswered calls for the period
happened during that day, not that 50% of calls were lost.

For each metrics, the total number of calls is shown, together with average, minimum
and maximum times. Graphs are plotted on the total number of calls broken down and
on the averages.

It is possible to change the interval in the Hourly graphs, so that you can have reports
break down calls e.g. by half-hours or hour quarters, by changing a value in the
QueueMetrics master configuration file.
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________________

Home  Answered  Unans.  Area  Att, Distrib. | Agents  Outcomes  All

Report Details:

Atamic queue(s) considered: ao Al
Peariod start date: June 23 2007, 0:00
Period end date: June 23 2007, 23:58
Total calls processed: 1,002

75.0% ans £ 25.0% unans

;Answered call distribution per day

Day Num Answered calls Avg Min Max Avg duration
2007-06-22 1 AL 0:20 020 020  —
2007-06-23 730 99.9% 1:00 0:20 B L ——

! PExportas... || = o

éAnswered call wait time per day

Day Hum Answered calls Avy Min Max Avyg wait
2007-06-22 o1% | 020 020 0:20
2007-05-23 750 59.9% 013 o0 0:20

» Exportas... &| = ¢

?Unanswered call wait time per day

Day Num Unanswered calls Avg Min Max Avg wait
2007-06-23 251 100.0%

P Export as... | =

10 10 10 P —

Sales per day
Day Conv. Sales Contacts ;
2007-06-23 40.0% 250 A00.0% e — 375 4100.0% e —

Call distribution per day

Calls, both taken and lost, are shown per specific day. Days with no events are not
shown. The total numbers of call lengths, wait time for answered calls and wait time
for unanswered calls are plotted for each day. Sales and contacts are also shown on a
daily basis.
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¥ Loway QueueMetrics version 1.2.0-b1 - Opera

File Edit Miew Bookmarks Feeds Mal Chat Tools Help
D Mew page E X
o - - oM 5050{queuemetrics-1,2.0-b4/q | _ Gongle search il (1-'4‘ 100% | ¥ | _i_ Li_.l v
| 200B-0E-14 537 77.2% 1005 105 1D
Answered call distribution per hour

Hour Num Answered calls Avg Min Max  Awvg duration

L0000 72 4% B00s 205 150s |—
;0100 72 347, (A B0.0s.  20s.  150s.
L0200 72 G4y, T B00s. 205 150s |
OE00 72 34y, B00% 205 1505 (O
L0400 72 Z4y, T B00s 205 150 A
L0500 72 349, Bl0s. 205 1505, (S
| 0E:00 72 343 B00s. 205 1505, (A
¢ o7oo 72 347, [— G0.0s  20s.  150s.
| oE0o 72 G4y, T B00s 205 1505 (O
| 0Eon 72 G4y, T B00s. 205 150s (O

| 1000 72 T4y E0Os.  20s | 150 WS-
1100 72 3.4y, §00s. 205 1505 (OO
L 1Z00 72 34y T B00s 205 150c —
1300 72 349 B00=  20s.  150s
L1400 72 343 [ 6008 205 1505 (O
1500 72 34y, B00% 205 1505 (O
L B0 72 T4y T B00s 205 150c |—
17-00 119 5 7%, [ B03 =, M=, 150 g,
18:00 144 5.9%, BO.0 =, 0=, 150 g,
R 144 £0% M 5003 205 1503
L2000 144 8% B00s 205 1505 (O
{2100 144 B.8% B00s. 205 150s (O
22:00 97 4 5% T 296 5. 20 3. 150 g,
{2300 72 3.4y, — §00s. 205 1505 (O
Answered call wait time per hour
: Hour Num Answered calls Avy Min Max Avg wait
- oo 72 349 [ 133s 10= 20, -
Qi = ot T S s él

Call distribution per hour

Events are shown on a 24-hour distribution. If this graph appears to be incorrect, you
have to run a “Custom report” setting the time zone accordingly (see page 22).

The total numbers of call lengths, wait time for answered calls and wait time for
unanswered calls, together with sales and contacts, are plotted for each hourly
interval. The size of hourly intervals can be controlled by the default.hourly_slot
configuration property, making it possible to run this reports based on 30-minute, 20-
minute or 15-minute intervals.
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¥ Loway QueueMetrics version 1.2.0-b1 - Opera

File Edit Miew Bookmarks Feeds Mal Chat  Tools  Help
U Mew page ﬁ 7
R IR SRl ...» | | am B080/quenemetrics-1,2.0-b4/g el @ Guogle search (= “:'4‘ 100% | - J |E M
i L.
L] - Ll o
Answered call distribution per day of week
: Day Num Answered calls Avg  Min  Max  Avg duration
Manday 0.0% -, 0= 0=
Thesday 2088 100.0% B00=.  20s  150s.
Weunesday 0.0% -5, 0s. 0s.
Thursday 0.0% - 5. 0=, Os.
Friday 0.0% -5, RS 0=
Saturday 0.0% -5, 0=, 0=
Sunday 0.0% - E. 0= Os.
- Ll
Answered call wait time per day of week
Day Num Answered calls Avyg Min Max  Avyg wait
Manday 0.0% -3, 0s. ()
Tuesday 2085 100.0% 1335, 10s. 205 |
Wednesday 0.0% -5, 0s. e
Thursday 0.0% -5, Os=. Os.
Fricay 0.0% -8, 0=, 0=
Saturday 0.0% -5, Os. Os.
Sunday 0.0% -E. 0s. e
- -
Unanswered call wait time per day of week
Day Num Unanswered calls Avy Min Max  Awvg wait
Mosday 0.0% -5, Os, 05,
Tuesday  BI96 100.0% 100=.  10s=. 10=.
Wrednesday 0.0% -5, 0=, Ds:
Thursday 0.0% -5, 0s. 0=
Friday 0.0% -5, 0s. Os=s.
Satrday 0.0% -5, 0s. 0=
Sunday 0.0% -5, Os. 0s:
= 4
=i

Call distribution per day of week

This report shows the weekly behaviour of your queues. The longer the analysis
period, the more significant its results will be.

The total numbers of call lengths, wait time for answered calls and wait time for
unanswered calls are plotted for each day of the week.

File:QueueMetrics User Manual 141.doc Version: 23/08/07



L ow a QueueMetrics User Manual
y Page 39 of 130

research

Understanding results: Agent activity

Agent activity refers to the behaviour of Asterisk defined agents. If you connect you
queues straight to telephone terminals, this section will always be empty.

Each agent may be flagged as being a member of four priority groups:
e Main: the agents usually answering the queue

» Spill: the agents answering the queue if all “Main” agents are busy or
unavailable

Wrap: the agents answering the queue if all “Main” and “Spill” agents are busy
or unavailable

* Undefined: this agent is not a member of any priority group for this queue

This feature is useful if priority groups are used in the queue configuration. If they are
not used, just assign all agents to “Main” for each queue.

If an unknown agent appears on a queue, it will be marked as “Undefined”, written in
red.

Agent names are written in blue and are clickable, if you click on them in any of the
graphs, you will be lead to a popup that detail the logon and pause history for that
agent.

As a default, QueueMetrics will show and count an agent session if and only if the
agent handled at least one call during this session. This may not be what you want
when you use pause codes — an agent may log on and immediately go on pause to do
some back-end activities. If this is the case, you should set the configuration option
default.useRawAgentSessions to true to see all agent sessions.
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Report Details:

Atormic queue(s) considered:
Feriod start date:

Period end date:

Total calls processed:

Agent session detail

Agent sessions

M. of agents available:
Average agent time:

hifin agent time:
iz agent time:
Total agent time:

Att.  Distrib. Agents Cutcomes  All

ao Al
June 23 2007, 0:00
June 23 2007, 23:59

1,002
FE5.0% ans/ 25.0% unans

4
8:40:57
T:18:00
10:11:06
47 H

?Agent availability (for all the queues they are member of)

Level

Unidefire:
Uncdefired
Linciefirsd
Uniddefirne

Agent

Jokhin Doe (1017
hike Boo [ 102)
agent/103
agent/1 04

P Export as... 8] =)

On pause Billabhle MNon hill.

§:04:00 20500 000 20500 232%
10:11:06 0:00 0:00 o0 295%

21042 1:02:30 1:02:30 no0 26.4%

700 41:40 000 41:40 21 0%

Session and pause durations

Level

Unicdefire
Unclefired
Undefimed
Uridefired

PExport as... 8| = o

Agent

John Doe (1017
Mike Boo [ 102)
agent/103
agent/1 04

The report shows:

Sessions Avg Session Pauses Avg Pause Pause ™  Pauses per
session

126 a0 125 1:00 20.5% 1.0

126 451 0 . 0.0% 00

125 422 125 0:30 10.2% 1.0

126 25 125 020 5.7% 1.0

* How many agents were available for the queue. To be considered available, an
agent must have logged in and taken at least one call.

How much time all agents have been available

 The average agent available time

* The minimum and maximum agent session durations

* The total billable and not billable pause times
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Agent availability

This graph shows which agents were available during the specified time frame and the
percentage of agents’ available time each one cumulated.

This time is calculated per all queues any agent is a member of, as the act of logging
on is in general for the whole system and not specific to one single queue.

For each agent, the total time on pause — if any — is computed and broken down as
“Billable” or “Not billable” — see the section on Pause Codes.

Session and pause duration

For each agent, the total number of sessions and pauses is computed (session time is
already deducted of pause time). For both sessions and pauses, an average length is
computed.

The “Pause percentage” is how much time an agent was on pause compared to
available time.

The “Pauses per session” computes how many pauses — on average — each agent makes
for each log-in session.

These metrics should be considered according to your call center rules on pauses and
time-out.
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éAnswered calls (for selected queues)

Level Agent N. calls Total call Avg call time Avg wait % of queue
time time

Undefined John Doe (101) 125 1230 230 010 16.6%

Unclefined hdike Boao [ 102) 230 22530 0:33 013 F3a%

Unclefinecd agent/ 103 123 20500 1:00 010 16 6%

Undefined agent/104 251 24700 039 15 33.4% :

. PExportas... & = o

%Answered calls by service group

Level N. calls Total call time  Awvg call time % of queue

hdain 0 0:00 - 0.0%
Wrap 0 000 : 0.0%
Spill o 0:00 5 0.0%
Unciefinec 741 12:30:20 0:59 100.0%

P Export as... ] (= ¢

éAnswered calls by location

Location N. calls Total call time  Awvg call time Avg wait time % of queue
hain Location 123 S 230 230 10 166%
Secondary location 230 2250 035 015 333%

376 4:52:00 0:46 013 S04%

. PExportas.. & = @

éSession details

Total sessions: S04 Detail

Total pause activity detail I Q@ta”

Answered calls for selected queues

This graph shows who of your agents answered calls for the queues you selected. The
number of calls, together with total and average call durations are computed
accordingly.

Answered calls by service groups

This graph show which priority levels handled calls for your queue. This shows
whether your main line is staffed enough to handle the load of incoming calls.

Session details

By clicking on the “Detail” button, a new page is shown, detailing each agent session
that was recorded.
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SDetail of agent sessions

Report Details:

Atornic queue(s) considered: 00 Al
Period start date: June 23 2007, 0:00
Period end date: June 23 2007, 23:59
Total calls processed: 1,002

FE0% ans £ 25.0% unans

T

ESession agent detail

P Export as... | =)

Agent Start hour End hour Duration Ext. Termination Pause P.Time Smv
agentr104 DB23 - 0:0001  DB23 - 0:00:31 0:30 0 0.00
Jokin Do (101) 0622 - 23:56:01  DB23 - 0:00:51 450 123 0 0.00
Mike Boo ( 102) DB22 - 23:56:01  DB/23 - 0:00:52 &5 345 0 0:00
agerti 03 0622 - 2356:01 0623 - 0:00:53 452 455 0 0:00
agentr104 DB23 - 0:01:41  DB/23 - 0.0531 350 789 1 020
Johin Doe (101) 06523 - :01:01 06523 - 0:05:51 4:50 123 1 1:00
Mike Boo ( 102) DB/23 - 0:01:01  DB[23- 0:05:52 451 345 il 0:00
agent! 03 06023 - 0:01:01 0BS23 - 0:05:53 452 456 1 0:30
agert 04 0623 - 0:06:  DBI23 - 01031 350 789 1 0:20
John Doe (101) 0623 - 00801 DE/23 - 0:10:51 50 123 1 1.00
Wike Boo (102) 0623 - 0:06:01  0BM23- 0:10:52 451 345 0 0:00

For each agent session, the start and end times are recorded, together with the total
duration in seconds.

If the agent logs on via the call back function, the designated call back extension is
shown.

The number of pauses and the total pause time in seconds is shown.

The “Srv” column tells you on which server an agent was working in case you set up a
cluster of Asterisk servers.

It is possible to sort the table for each title, in either descending and ascending order.
To do this, click once on the desired title for descending sort, and twice for ascending
sort. Once the table is sorted, an arrow symbol (| or 1) will appear close to the title, so
you know on which column it was sorted last. As the sorting is done on the client
machine, it may take a while with very large tables.

Pause activity details

This table shows the specific pauses that each agent took and the pause code that was
entered for each pause. It also shows whether the pause taken was considered to be
billable or non-billable.
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?Pause activities detail

. PExportas.. & = o

Agent Ext. Code Activity Billable? Start hour  End hour Duration

agent 04 i) 30 Lunch Ma 0623 - 0201 0823 - 0021 20
John Daoe (101) 123 30 Lunch Mo 06235 - :04:11 06623 - 0:05:11 1:00
agenti 03 436 3 Back Office Yes 0625 - 0431 06023 - 0501 0:30
agenti04 ] 30 Lurich Mo 06625 - 00701 06623 - 00721 0:20
John Doe (1013 123 30 Lunch Mo 06#25 - 011 0623 - 010011 1:00
agent 103 456 1 Back Office b= 06523 - 093 06023 - 0101 30
agerti 0 ] 30 Lunch Mo 0625 - 1201 06623 - 01221 020
John Doe (101) 123 30 Lunch Mo 0625 - 1411 0623 - 1511 1:00
agent 03 436 i Back Office Yes 0623 - 1431 0823 - 01301 030
agenti0g 7aq 30 Lunch Mo 0625 - 17:01 0623 - 01721 0:20
John Doe (1013 123 30 Lunch Mo 06523 - 01911 06023 - 02011 1:00
agenti03 456 3 Back Office Yes 06625 - 1931 06623 - 020001 0:30
agenti104 vag 30 Lunch Mo 0Bi235 - 2201 06023 - 02221 0:20

Agent history popup

If you click on an agent’s name, a new popup will appear with full history for that
agent. You can scroll in it as needed by using arrow keys or the wheel of your mouse.

[ T S, -

B Detail: agent/103

127.0.0.1

Detail: agent/103 Close
Agent Ext. Duration On pause Activity Start hour End hour
agent/l03 456 B2 s ... bef2e-23
AR e e B e e e e e R e
agent/103 - - C L ——— ER— 452
agent/103 456 452
e eeees i s
agent/103 456 ] 4:52
agent/103 L A———— RN 4:52
agent/103 46 48z
agent/103 456 452 - : 0&/23-0 .
................ _— ... 030 Back Office _06/23-0:40:01

Undefinedd agent!] 04 126 328 125 0:20 87% 1.0

Agent sessions are written in black, while pauses are detailed in grey under each
session they were taken under. For each pause its activity code is shown (if any).

Understanding results: Call outcomes

If your agents are entering Pause codes or Call outcomes, the “Outcomes” tab will let
you report on the information they just entered.
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Outcomes

General outcomes
Tatal hillable tirme: 163:40:458
Total agent available time: 1585248
Total agert billable activities: 4:48:00
Total nonbillable time: 12:48:00
Mumber of Sales: 1,152
Mumber of Contacts: 1,728
Zales per Hour (SPH): 7.0
Contacts per Hour (CPH: 106
Corversion index 40.0%

P Export as... f£] = 4>

?Call results, by outcomes

Call outcome Type Total Taken Lost %

Sald Sale 1152 1152 0 25.0%

Mot interested Contact 1728 1728 il 37 5% ——
Mare 1728 576 1152 IT5%

. PExportas.. E| = 4
Billable activities
Activity N. Times Tot. Avyg. Min. Max. k!
Time
Biack Office 576 4:45:00 0:30 0:30 0:30 100.0%

PExportas..[®| = @

Non billable activities

Activity N. Times Tot. Auy. Min. Max. %
Time
Lunch 1152 12:48:00 0:40 0:20 1:00 100.0%

) Export as... & 5] &

;Detailed agent report

Agent name Awvail. Bill. NonB. Sales  Cont. SPH CPH CONY

Mike Boo { 102) 463336 100.0% 0:00 0.0% 0:00 0.0% i 1152 0.0 247 0.0%
agentM 03 415512 G9.7% 44500 10.3% 0:00 0.0% a7h 0 123 oo 100.0%
John Daoe (101) 36:45:00 100.0% 0:00 0.0% 93600 261% 576 a 157 00 1000%
agent104 33:36:00 100.0% 0:00 0.0% 31200 9.5% 0 a7h oo 171 0%

PExportas.. | = o

The top panel will display an overview of the situation, showing:

*  How much billable time there has been on this system, broken down by
ACD/call time (“agent available time”) and billable activities (agent on pause)

e The total non billable time (e.g. lunch, breaks)
e The total number of Contacts and Sales, as defined by call outcome codes
e The Sales per Hour (SPH) and Contacts per Hour (CPH) ratios

e The Conversion index, that is the percentage of sales over the total number of
sales and contacts.

File:QueueMetrics User Manual 141.doc Version: 23/08/07



L ow a QueueMetrics User Manual
y Page 46 of 130

research

There will be details explaining Billable and Non-billable activities, with average,
minimum and maximum session durations, and a percentage on all activities of the
same kind.

The Detailed Agent Report will show, for each agent:

e The Available (ACD) time, as an absolute value and a percentage of its total
time logged on

» The Billable time, as an absolute value and a percentage of its total time logged
on

 The Non-Billable time, as an absolute value and a percentage of its total time
logged on

e The number of Sales And Contacts the agent had (if a sale is counted a s both a
Sale and a Contact, it’s counted only once as a Sale)

e The Sales per Hour (SPH) and Contacts per Hour (CPH) ratios for this agent

* The Conversion ratio, that is the percentage of sales over the total number of
sales and contacts.
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Showing call details

As shown above, QM lets you see the very detail of calls handled by Asterisk.

Detail of answered calls

@\HIII Inun

———————————————————

Hnme Answered Unans. Area Att.

éDetail of answered calls

Report Details:

Atomic queue(s) considered:
Period start date:

Period end date:

Total calls processed:

Area analysis I Return

Distrib.

E Call Detail

Demo Admin | Administrator i L'Efl

QueueMetrlcs

call center monitor

127.0.0.1

Call detail

B=1Ed

fQueue details

. PExportas.. =] | ¢

Date Caller Queue  Wait Duration

06722 - i o2 0:20 0:20
235941

06723 - (553)593- 02 010 1:00
o151 4444

0B/23 - (955)553- ol 020 0:40
0:02:31 2222

0625 - (2551555- ol 10 230
0:01:11 1111

05623 - (3351393- ol 10 100
00251 9955

06723 - (953)555- ol 10 0:30
0031 FEI3

06/23 - (953)593- 02 0:20 0:20
o441 GEGG

Asterisk Call ID:

Date and time:

1182549661= 10 21

' .ﬁ'.'httnﬁ:)"ﬁwwll'nwé&f-it
20: Sold

Cloze

Disconnection

Caller

Caller

Agent

Acernt

Caller

Caller

Caller

Handled
by
agent!1 04

agent/103

ike Bioo [
102)

Johin Doe
o)

agent 04

Mike Bioo [
102)

agent/104

Attempts

For each answered call, the following information is shown:

» Date and time for the call,

Code

20

21

20

21

21

Stints  Smv

1 =
1 b
1 4
1 -4
1 -4
1 &
1 <

e The Caller*ID, if available (the Caller*ID format may differ according to your
local Telco — in some countries it include the full name of the caller, in other it

might be a number and in others it may be unavailable at all);

e The queue that handled the call;
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» The total waiting time before the agent was connected,;

e The duration of the call, talking to an agent;

e The cause of disconnection;

e Which agent or terminal handled the call.

* How many agent attempts were made before this call was answered
* The call completion code your agents entered

How many stints make up this call

* The server that handled this call (in the case of clusters)

It is possible to sort the table for each title, in either descending and ascending order.
To do this, click once on the desired title for descending sort, and twice for ascending
sort. Once the table is sorted, an arrow symbol (| or 1) will appear close to the title, so
you know on which column it was sorted last. As the sorting is done on the client
machine, it may take a while with very large tables.

If you click on the small icon on the right, it will be possible to see the details of the
call, including:

» Asterisk’s internal Call-ID code

* The call date and time

e The caller-id (if any)

* The agent handling the call

* The call duration

* The wait time

* The disconnection cause

» The extension the call was transferred to
 The URL that was linked to this call through the Queue() command, if any
* The call status code

* The server that handled this call

e The sound files (one or more) that were recorded for this call (see below).

Listening to answered calls

Clicking on the button with three dots near to a call opens a detail popup, like the one
below:
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“i Call Detail - Opera

Eile Edit Wew EBookmarks Feeds Mal Tools Help

(] Hewpage {¥iReceived L omboway QueueMetrics ver... | W G-

A - Al v e o 1._.: # |# | om.1:8081/queuemestrics, ¥ = fi'\ 100% |+ _ﬂ

.\Ul” l( ki Call Detail S—

Home | Answered Call detall

s | C‘C‘Managers:i Log off ||I| Print J|

OueueMetrlcs

call center monitor

11242676986

] : C 17/08/2005 - 10:35:46
Report detaf, e
H. .SIF',Fsmlenz ) i
Gweuecsy  HY 17 =sec,
Start date; kg U 28 sec.
_____ n cause: Agent
End date:

ransferred tu
Sound files:

Close

Queue detail

Date Caller ection  Handled by
1708 - 10:35:46 21 gqueus-dps 288 17 s,  Agent SIPssiplenz |__|

— e
P PP o . - = PR e l | I

For each call, the recorded pieces of information are shown.

If the call was monitored, i.e. recorded to disk, a number of sound files may be shown.
By clicking on a sound file you can listen to it straight from your browser.

Please note that:

e The recorded file name must contain the Asterisk Call ID for QM to relate it to
the call — see page 115 for tips on how to configure Asterisk correctly to
implement this feature;

* The audio storage on the Asterisk server must be readable by the servlet
container;

*  You must have the correct sound codecs to listen to the sound file on your PC.
WAV files usually work out of the box but are comparatively quite big, while
GSM files require an additional codec pack on most Windows machines but
consume disk storage much more efficiently. The best compromise is usually to
use the WAV49 format on Asterisk, that is played natively by Windows
machines but has a compression and sound quality comparable to the GSM
format

» Asterisk will usually record two different sound files — one for the caller and the
other for the agent — and will then mix them together at the end of the call. If
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this does not happen automatically, you might find two different sound files,
named “-in” and “-out”, each of which contains the voice of one of the parties. If
your call is a multi-stint call, you may find a number of different sound files for
it.

Detail of unanswered calls

The unanswered calls detail is quite similar to that of answered calls.

Horne Answered Unans. Area Att. Distrib. Agents Cutcomes all

éDetail of unanswered calls

Report Details:

Atomic gueue(s) considered: 0o All
Period start date; June 23 2007, 0:00
Period end date: June 23 2007, 23:59
Total calls processed: 1,002
TEO% ans/ 25.0% unans

'[_ Area analysis || Return

?Queue details

PExport as... ] =

Date

0623 -
0:00:11
0625 -
0:03:41
0623 -
0:05:11
0625 -
0:065: 41
06235 -
o1
0623 -
1341
0623 -
1514

Caller Queue Disconnection Position Wait Attempts Code HKey Stints Srv

(555)555- gl Ahandon 1 o0 1 1
oot
(555)555- g2 Abandon 1 o0 1 1
000z
(555)555- gl Ahandon 1 010 1 1
0001
(555)555- g2 Abandon 1 o0 1 1
nooz
(555)555- gl Abandon 1 010 1 1
0ot
(555)555- g2 Abandon 1 o101 1
nooz
(555)555- gl Abandon 1 o101 1

nnni

The following data are shown:

Date and time of the lost call;
Caller-1ID;

Queue that handled the call;
Disconnection cause;

Position at disconnection, if available;
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e  Waiting time before disconnection, if available.
* Agent attempts made before disconnection

e The call code, if entered (this might be added automatically by some outbound
diallers that will mark unsuccessful attempts as “lost calls”)

* The key pressed on disconnection (if any)
¢ The number of stints this call has
e The server that handled the call

Please note that on a queue timeout, Asterisk will not report the waiting time, as it is
fixed and same as the queue timeout.

It is possible to sort the table for each title, in either descending and ascending order.
To do this, click once on the desired title for descending sort, and twice for ascending
sort. Once the table is sorted, an arrow symbol (| or 1) will appear close to the title, so
you know on which column it was sorted last. As the sorting is done on the client
machine, it may take a while with very large tables.
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The real-time status panel

The real time status panel can be accessed by clicking the “Start real-time monitoring”
label from the home page. It will show a page similar to the one below:

call center monitor

v Your Logo QueueMetrlcs

Horme Realtime

éRealtiIne call center monitoring - 22:52:27

éQueue[sj: Q1: Sales, Qe: Support

|| Reload nnw____H; Hide calls _JJ__Hide agents___l[ Showe all queues___l[ Show members DnlY__ELocationi- j
Queue N. agents Ready Onpause Unk Bsy HN. Calls On phone On phone
agents waiting inbound outhound
Al selected 4 1 o 0 ] o I
G Q1 Salkes 1 0 ] 2 1 o I
@ Q2 Support O ] ] 1 ] o 1 ]

P Export as... f£] — @

éCalls being processed:

Queue Caller Entered Waiting Duration Agent Srv
G 01 Sales £5551555-1111 225012 040 Martin (101 23
G o Sales [5551555-2222 22:51:32 0:20 0:36 Dave (102) B
. G0 oz Suppot  (355)555-5555 22:51:52 o0 026 Alan (104] ==
b Export as... ] = o
éAgents currently logged in:
: Agent Last logon Extension On pause Srv Last On gqueue
call
9 Martin (1013 W osps-zzsnoz 123 5 ol Sales
9 Dave (102 R T R VT = o1 Sales
Fletch (103) B osmsozzsnoz 4 = 225202 G2 Support
9 Alan(104) B ogpa-22so4z  7es E 22 Support

I' Exportas.. & = 4

In order to mantain session information, this page will reload antomatically
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On the top of the page there is a table showing which calls are currently handled by
the queue system, and the agents logged in at the moment. This page is invaluable as
it refreshes automatically and can tell you in a glimpse what’s happening in the call
center; it is meant to stay open in a window on the CC manager’s workstation to have
the exact feeling of what is going on at the moment.

On the sample page above, you can see three calls and four connected agents. Just like
in the main analysis, you can choose which queues you want to monitor to avoid being
overwhelmed by data.

You can also see that the current call environment has triggered a number of yellow
and red alarms, as specified in the queue definition. You can configure red an yellow
alarms for most numeric values that appear on screen — see the chapter Setting
attention levels (Red and yellow alarms) on page 96. You can also set sounds linked to
yellow or red alarms, that will be played if a red or yellow alarm is present.

On the bottom of the screen, a moving bar shows the time left before the next reload.
The page reloads automatically in order to show what’s happening almost in real time.
You can anyway force a faster reload by clicking the “Reload” button.

Top status panel
The top status panel show a quick status report for the current situation.

The first line shows information for all selected queues as a sum, while if there is
relevant information for a specified queue it is displayed in a separate line. If an alarm
is triggered for one of the numeric values displayed, the relevant cell turns either
yellow or red.

The displayed fields have the following meanings:

* Queue: The name of the queue. Inbound queues are marked with the symbol @,
while outbound queues use the symbol .

* N. agents: how many agents are logged on to the system, in total

* Ready agents: how many agents are ready to take calls, i.e. are logged on and
are not in conversation or on pause

* On pause: how many agents are currently on pause

* Unk: how many agents are currently in conversation, but are not currently
known as member of this queue

* Bsy: how many agents who are both members of the given queue and some
other queue are currently busy because they are on call on the other queue.

e N. Calls Waiting: how many inbound calls are currently waiting in the selected
queue. Outbound queues never have any call waiting.

e On phone inbound: how many agent are talking on the selected inbound queue

File:QueueMetrics User Manual 141.doc Version: 23/08/07



L ow a QueueMetrics User Manual
y Page 54 of 130

research

e On phone outbound: how many agents are talking on an outbound queue

Please note that — as agents are not linked to a specific queue save for the moment
they are actually talking to a caller on the queue — the agent information is computed
for all agents on the Asterisk server and not for specific queues, unless the “Show
members only” button is pressed.

Calls being processed

A list of calls flowing through the selected queues is presented on the middle table. If
no call is present the table is displayed empty.

When a call is processed, the following fields are shown:
* Queue: the queue that is handling the call;
e Caller: The Caller*ID, if available;
* Entered: The date and time the call entered the queue system.

If the call is not answered yet, the “Waiting” field is displayed in red and is calculated
according to the current date and time of the server. If your QM is on a different
server, make sure the clocks are exactly aligned or you may see strange values in this
field. The NTP protocol offers excellent clock synchronization precision and is
available on most operating systems.

When a call is answered, the “Waiting” field tells the time that the caller had to
answer; the “Agent” field shows the agent (or terminal) the caller is talking to and the
“Duration”, in red, is the current call duration.

If the call is ongoing and connected to an agent, the Call Monitor and VNC Monitor
icons may be present. By clicking on one of these icons you activate the specified
monitoring (see below).

As soon as a call is completed or hung up, it exits the Calls panel.

This panel can be turned on or off again by pressing the “Hide calls” button on the top
of the page.

The “Srv” column is used only in cluster-based environments to tell you on which
server the call is being handled.

Agents currently logged in

A list of available agents for all queues is displayed in this field. For each agent, the
name, last log on and extension — if logged in via call-back — is provided.

A graphical indication of the status of each agent is shown using a coloured dot, where
the following cases are possible:
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* Green dot: the agent is ready to take calls
» Yellow dot: the agent is currently on a call
* Red dot: the agent is currently on pause

If enabled, a VNC Monitoring icon can be shown close to the agent’s name; by clicking
on it you’ll be able to open the VNC monitoring page.

This panel can be turned on or off again by pressing the “Hide agents” button on the
top of the page.

The Queue(s) field shows the queues an agent is logged on to. This is meaningful only
for agents who log-in on a queue-by-queue basis using the AddMember command in
Asterisk. If an agent logs on to all queues he’s enabled to work on, a small database |/
logo may be shown, telling the viewer that the agent is linked to queues through the
Asterisk’s configuration.

As the queue_log file usually contains no information on what queue(s) an agent is a
member of, usually all agents are shown when they log on, no matter to what queue
they will work on. This might be a problem for larger call centres, so it is possible to
see only calls and log-ons of agents that are a member of the current queue.
Membership is set buy clicking on the “Agents” button of the queue settings page.
Make sure your queue membership data is up-to-date before clicking this button!

If the “Show members only” button was not pressed, all agents logged in on Asterisk
will be shown, no matter to which queue they belong. If you press the “Show members
only” button, only agents defined for the selected queue will be displayed.

The On Pause field will contain the time the agent went on pause; if the agent is
using a pause code to mark the reason for going on pause, the decoded pause code is
shown as well.

The Last call and On queue fields show the start or disconnect time of the last call the
agent handled (which is latest) and on which queue the last call was. This can be
useful to diagnose queue strategy problems that lead to unfair call distribution, or
agents having problems with their telephones and therefore not taking calls correctly.

You can also assign each agent to al Location, i.e. a group of agents working together
that you want to monitor as an unit. They might be a supervisor’s team, or people
working in the same building, or maybe in the same location for big multinational call-
centres. This way you can avoid being cluttered with information about all agents
working on the selected queue(s) and only see those you are actually interested in.

Note that when you filter by agents or locations you may see calls being queued and
then disappear. This happens because all calls that wait to be answered on a queue
are shown, but answered calls are shown only if the answering agents is a member of
your defined filter conditions.

Imagine you have two groups of agents, one working in NY and the other one in LA.
You are the supervisor of the NY group, so you are filtering by location. You see a call
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entering your queue and then disappear. The reason why might be that it was
answered by someone in LA, so QueueMetrics filters it out for you.

"¢ Loway QueueMetrics version 0.9.5 - Opera

File Edit Yiew Bookmarks Feeds Mal Tools Help
P > -
i'_] Mew page E
™, = - ‘«E-;’ # (3 |om .l:BDEil,I'queuemetrics,:: @ snogle search - Lf‘ 100% [+ _ﬂ-
1 i
- - L s
Realtime call center monitoring - 10:18:11
‘Queus(s): quene-dps, quene-test
.: Reload now |
. Oueue Caller Entered Waiting Duration Agent
‘Agents currently logged in
i Agent Last logon Extension On pause
¢ | Pippo (102) 1509 - 17.31:59 21 gueue-test 10015
Pluto (10417 07009 - 15:46:20 Ma
Inorder to mantain session informuation, this page will reload automatically !
SNNEEENEENN NN ENNEENNEENNESNNEENNENENEENEEE G |

If an agent goes on pause, like Agent 102 in the screenshot above, the queue(s) he has
paused from are shown and so is the time he left for pause2.

Unattended call and VNC monitoring
It is possible for you to set up both Unattended Call Monitoring and VNC Monitoring.

Unattended Call Monitoring makes it possible to listen to an ongoing call from an
agent; by clicking on the small telephone-shaped icon a popup will appear where you
may enter your current extension or PSTN telephone number.

2 Agent pauses are only available on Asterisk after version 1.2.
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¥ Remote Call Monitoring - Opera
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Inorder to mantain session information, this page will reload antomatically
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As soon as you confirm the entered data, your telephone will ring and you will start
listening to the ongoing call between the selected agent an the caller.

In order to set up this behaviour, please see the section Enabling Unattended Call
Monitoring on page 119.

It is also possible to set up the system in order to allow the real-time monitoring of the
agent’s screen using VNC. If this feature is enabled, a small screen will appear close to
the agent’s name; by clicking on it, your selected VNC application will be launched
and you will be monitoring the agent’s screen.
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In order to set up this behaviour, please see the section Enabling VNC Monitoring on
page 119 of this manual.

The real-time live page

The real-time live page can be accessed by clicking on the “Live” tab next to the
“Realtime” tab.

;e - Demo Admin | Administrator 1] ﬂ’i &
W Your Logo QueueMetrics

call center monitor

Home  Realtime Live

éLive call center monitoring - 22:59:05

fQueue[s]: oo All

|| Reload nnw:]|
Server Queue Tot. Free Pause Talking Other q. Logoff Length Max wait |
aleph QDPS 1 0 a 1 o 3 0 0:00
aleph @ Test 1 0 a a 1 3 0 0:00

PExportas... ] = o

Calls being processed:
Server Queue Called ID Wait Talk 0.Pos Agent Entered Status
aleph QDPS 895 000 054 John Doe (1013 06123 - 22:58:31  AG

| PExportas.. &) = o

Agents currently logged in:
Server Agent Status Logon Queues
aleph John Doe (104 ) Call 8:52:56 gueue-test gquene-dps

- PExportas... | - @

Server status

Server Status Time (ms)
aleph (834 234
trix oK 157

| PExportas.. B = o

In order to mantain session information, this page will reload automatically

This page is not built from the queue_log data as all other information reported by
QueueMetrics, but it’ s read right from each Asterisk box’s Manager interface. So
what you see in this page is the status of each Asterisk box, as reported by itself.

This feature is still less developed than the Realtime page, but still can be pretty
useful.
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The top panel

On the top panel, for each queue on each server, you will see the following pieces of
information:

e Tot: the total number of agents available for this queue

e Free: the number of free agents

* Pause: the total number of agents on pause

o Talking: the total numbers of agents who are in conversation at the moment

e Other q.: the number of agents that are logged in to this queue and some other
queue, and are at the moment busy on another queue.

» Logoff: the number of possible agents that are defined for this queue but are not
logged on at the moment.

e Length: the current queue length, i.e. how many calls are waiting in line before
being connected to an agent

*  Max wait: the current maximum wait time for this queue.

Calls being processed

In the calls panel you see the following pieces of information, sorted from oldest to
newest by call start-time:

» Server: the server that is handling this call

*  Queue: the name of the queue

* Caller-id: the caller-id of this call, if any

*  Wait: the wait time (if the call is not connected)
* Talk: the total duration (if the call is connected)
* @.Pos: the queue position (if the call is waiting)
» Agent: the agent handling this call, if connected
» Entered: the time this call was queue

* Status: the call status

The Wait and Talk times cannot be distinguished at the moment.

Agents currently logged in
In the agents panel you can see the following pieces of information:
» Server: the server your agent is logged on to

e Agent: the agent
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» Status: if the agent is free, paused or on call
e Logon: the time this agent logged on

*  Queues: to which queues is this agent connected at the moment

Server status

The last panel details the status of each server making up the cluster. If a server is
not correctly set up, it will appear as KO.

o Server: the server that QM is polling

» Status: OK — the server answered correctly; KO — it was impossible to retrieve
information from this server

e Time: how much querying this server took. If this value goes up all of a sudden,
your server is likely experiencing overload.

Enabling the real-time live page
To enable the real-time live page you must do the following:
* Make sure that your users have the RTLIVE security key

* Make sure you have a clustering set up and the manger interfaces are set
correctly. You can even not use clustering for reporting, though the manager
interfaces will be read through the cluster.*** manager properties.

* Make sure that Asterisk has the manager API enabled, and that your IP
address, login and password are correct. E.g. tcp:dial:bingo@10.10.3.100 will tell
QueueMetrics to connect to the manager port on server 10.10.3.100 and use the
user dial with password bingo to log on.

Help! My Real-time and Live pages display different results!

In this case most likely the Live page is correct. This is due to the fact that sometimes
Asterisk will not log some events correctly, and so the status of the call-center inferred
from the queue_log file may end up not being correct.

If this happens to you:
* Log agents off and on again
» Check that Asterisk is correctly installed

* Check that error queue exist (e.g. timeouts) log their status correctly
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The real-time agent page

QM lets each agent have his/her own page, where they can see the current flow of calls
they have just answered and launch external CRM web apps.

This is quite useful, because:

* Each agent can see their own status, i.e. whether they’re logged on or they’ve
been disconnected;

* Each agent can see their last calls, including information like Caller ID,
duration and waiting times;

* Each agent can see from which queue the call is coming, even if they lost the
announcement message;

e Each agent can launch external web apps — like CRM software — that might be
automatically linked to the Caller*ID or other information input by the caller.

Also, it is possible to use this page in order to:
* Log the agent on and off to Asterisk
* Pause and unpause the agent, entering the pause activity code if needed

* Set the outcome code for each call

To avoid excessive consumption of system resources on big centres, only the most
recent part of the log file is processed and so only a few calls are shown.

In order to use this feature, a user must be configured as having the same login as the
Asterisk agent string (e.g., “Agent/101”) and it must hold the key AGENT. Our
suggestion is to use the same set of credentials the agent uses to login to the Asterisk
system.

When the agent logs on — you can try this by using the demo account Agent/101,
password 999 - s/he sees a reduced home page like the following one:
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¢ Loway QueueMetrics version 0.9.1 - Opera
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By clicking on “Show inbound calls”, the agent is led to the inbound calls page:
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- ] Martin | Individual agents [ =T
W LU&LG QueueMetrlcs
- ' call center monitor
| Home | '
L] L]
Active calls for agent Martin
agent/1o1: Agent is currently logged on
| Reload now || | Log on ||H Log off || Pause || Unpause |
Entering at Waiting Talking Caller ID Queue URL Status Transfer to Outcome i
06235 - o0 52 (535)555-1111 G Sales Cpen 20; Sold 2|
232512 i
0623 - [ 8] 203 Q1 Sales - Terminated &
232012 i

In order tonantain session information, this page will reload antomatically

rrrrrrr

This page tells the agent that he’s logged on and shows the last calls he has handled..
In this case we see that there is an ongoing conversation and many previous calls.

The fields are as follows:
» Entering at is the date and time the call entered the queue system;
» Waiting is the waiting time before being connected to the agent;

* Talking is the talking time for that call. If the call is ongoing, the time will be
estimated and written in red.;

e Caller ID is the call’s identification, if available;
* Queue is the queue handling the call,;

» URL (if present) is a clickable link that opens a third party CRM app. It is
defined in the Queue command on Asterisk. The agent opens the third party
CRM app by clicking on it. If the URL contains the sequence “[A]”, it is
substituted with the actual agent handling the call.

» Status is whether the call is ongoing or terminated,;
» Transfer is the extension the call was transferred to (if any).
e Qutcome is the call outcome that the agent can set for this call

On top of the page a field tells the agent whether s/he is:
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* Logged on: ready and able to take calls;

» Logged off: the agent has voluntarily left or has forcibly been disconnected by
the queue system,;

* On pause: the agent has asked for a pause from the queue system,;

* Undetermined: whether there is no relevant information to tell the agent status
in the last part of the log file.

To avoid hammering the QM server with excessive work, only the last 60k or so of the
log are analyzed. This parameter can be fine tuned by the system administrator in
order to maximise usefulness without creating an excessive server load (see page 108).

Whenever an agent receives a call, s/he should press the “Reload” button on the page
in order to see the incoming call.

The page reloads automatically every two minutes in order to maintain the user
logged on in QM.

Using the agent’s page fo control advanced features

The buttons on the agent’s page can be used to log agents on and off, pause and
unpause them and set the call status. When pressed, each button will open up a pop-
up window asking for details:

B Agent activities I=NlE? Martin | Individual agents @ & L*e'l
- Jemo Jowsy.c QueueMetrlcs
Agent pause call center monitor
2 fagent's code: 1m
Fause reason: |[MisEaEE hd
L
oeo I8 TOT agent Martin
s currently paused {(3o: Lunch break)
;q_r_1__|||| Log off || Pause |||| Unpause ||
En Queue URL Status Transfer to  Outcome ;
DBfI 1 Zales ey Terminated 20 Sald #
23

In order to mantain session information, this page will reload antomnatically

Once the user clicks on Run, the command will be sent to the Asterisk server and the
page will be reloaded. It is possible that on very busy machines the commands may be
delayed a few seconds, so that it is necessary to reload the page manually in order to
check that the command has run successfully.
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Please note that for this to work it is necessary that Asterisk has been
configured to manage Agent actions - it will NOT work on an Asterisk server
that’s not been specifically configured to work with it!

See section Enabling Agent’s page actions on page 120 in order to set up this feature.

If you want to have agents logging on, it is mandatory that the underlying Asterisk
agents are defined without a password.

File:QueueMetrics User Manual 141.doc Version: 23/08/07



L ow a QueueMetrics User Manual
y Page 66 of 130

research

Multi-stint calls

In QueueMetrics, we define a multi-stint call as a call that was processed on more
than one queue, with one or more queue terminating it for timeout, transfers or key
exits.

In the standard QueueMetrics reporting mode, this call would be seen as a series of
“lost calls” on one or more queues, possibly followed by a taken call if the call was
answered at all; the system does not notice that those events happened on the same
call.

Running QueueMetrics in multi-stint mode, calls will be grouped together based on
the call’s Unique-ID, and a single call will be rebuilt as a multi-stint call so that:

e The call looks like it was handled on the first queue it was presented on; the
queue enter time and queue position are those of the first queue.

e The call will be considered “answered” if the last stint is an answered call, “lost”
in all other cases

e The wait time will be the sum of the wait times on different queues (if there are
intermediate wait times, like those for IVR menus, they will not be counted)

* The talking time and agent taken the call will be taken from the last taken call

o All stats (number of call, call distribution, etc) will be counted on the new multi-
stint calls.

Limitations and side-effects

Multi-stint calls aren’t for everyone. There are a number of limitations and side effects
you should be aware of before attempting to run QueueMetrics in this mode:

» C(Calls are grouped by the Asterisk Unique-ID code; this means that if different
call stints happen on different servers in a cluster, they will not be grouped
together

» All queues the call passed on must be included in the report. If you include only
the master queue, stints on other queues will not be seen.

* Because of the previous bullet, it is usually better to configure separate “wrap
up” or “timeout” queues, that is, instead of having both a Sales and a Support
queue that will send people to the General queue on timeout, it would be better
to have “Sales” — “General-sales” and “Support” — “General-support”, even if
“General-sales” and “General-support” are actually aliases of the same queue.

o All stints of all calls must be included between the starting and ending report
times. Stints that start before the start data or end after it will be ignored.

File:QueueMetrics User Manual 141.doc Version: 23/08/07



Low a QueueMetrics User Manual
y Page 67 of 130

research

* Run time and memory will be comparatively more than a standard analysis, as
the grouping and additional data stored take their toll on the system

» Stint-grouping does not work for real-time analysis.

Multi-stint calls in QueueMetrics

If you run calls with multi-stint mode enabled, the string “Multi-stint calls joined
together” will appear on the top panel, and the number of joined together calls will be
shown.

Period start date; bay 01 2007, 8:00
Petiod end date: May 30 2007, 18:00
Total calls processed: 15 316

B2.5% ans/11.5% unans
hlulti-stint calls joined together 173

The distribution of taken calls by stints will be shown in the “Answered calls” tab:

Answered calls, by stints

Humhber of stints N. Calls

1 13427 99.1%
2 124 ng% !
3 3 n.0% |

. PExport as... i) = o

The distribution of lost calls by stints will be shown in the “Lost calls” tab; aggregate
calls by stints will also be shown in the “Lost Calls” page:
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éUnanswered calls, by stints

Number of stints H. Calls

1 1716 97 4%, .|
2 43 24% W

3 3 02w |

PExportas.. | = o

All calls, by stints

Number of stints N. Calls

1 15143 95 9%, L]
2 167 19% !

3 B 00% !

P Exportas... €| = &

On the “Taken calls” list, multi-stint calls will have a blue icon next to the magnifying
glass icon; by clicking on that icon it will be possible to access stint details for that call.

psm2- 0 - L - - - spientn et 1 aleph b

10:26:45 K| Stint Detail =

05102 - 3 7 tB0] 127.0,0.1 1 aleph -0

10:27:07 - -

Detail of call stints I

10:28:50

?gggu? Entered Wait Disconnection L aleph =%
" |Q§EQ2..—...;Q; CHeC B 61 ghesdiiesenl ooTimeout

osmz- 00 -: 05402 - 10:34:25 63 Caller 1 aleph b

10:30:25

osmz- 07 1 aleph b

1030033

05M2- 0 Tt 26 1 aleph %

10:30:47

0S02- 0o 144 1 aleph =&

10030053

0sm2- 3 v 1 aleph b

103202

osm2- 0w 1 aleph b

10:32:59

0smz- 3 . 119 ghde o+ o, 000 204 032 Caller agent/ o 2 deph S B |

10:33:24 AR |

0502 - Goor e oo 0:04 234 Agent agent! 1 1 aleph %

The same thing will be true for lost calls:
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05102 -
1720:42
0502 -
172305
0502 -
17:24:38
0502 -
172713
05102 -
172n23
0502 -
17:29:55
0502 -
17:31:09
05102 -
173327
0502 -
17:41:48
0502 -
175757
05102 -
1&:00.07
0502 -
16:09:47
0502 -
18:12:23

0502 -
18:12:38

05102 -
181444

0502 -

Abandon

Abandon

127.0.0.1

Detail of call stints

112

333

1

Entered

Disconnection

os/02 - 18:13:39

o

oc|

HqH

o

oc|

oc|

[+ [

© Abandon
Abandon

Abandon

1.03

0:47

14

1 aleph
1 aleph
1 aleph
1 aleph
1 aleph
1 aleph
1 aleph
1 aleph
1 aleph
1 aleph
1 aleph
1 aleph
1 aleph
2 aleph \J
1 aleph
1 aleph
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The visitor’s page

If you run a call center, it is sometimes desirable to offer some strangers access to the
system in order to demonstrate the quality of the work you are doing. Of course you do
not want them to access directly the full reports pages, but still you want them to be
able to get a hold of the current activity and, optionally, to monitor your agents
directly, listening to the conversation or having a look at the agent’s screen.

This feature may be handy, for example, if your call center handles inbound queues for
third party clients. If you let your users access the QueueMetrics server, they will be
able to see your work in real-time. Or maybe you want the marketing department to
check the quality of your work, without giving them a fully-featured report that may
be hard to understand for a complete stranger.

To solve this problem QueueMetrics implements the VISITOR profile; when a visitor
logs on, they see a web page like the following one:

¢ Loway QueueMetrics version 1.2.0-b1 - Opera r.—_lﬁug|
File Edit ‘“ew Bookmarks Feeds Mal Chat Tools Help
Sample Visitor | stztors| Lag off ” ” Print ||E
\Ulll LU‘ () OueueMetrlcs
call center monitor
’"ﬁ;};{;“

QueueMetrics Home Page

Cene: ooAAI_.L _:J

|

P Remote monitoring
Show current system activity

P Showlicence information

Loway

resenrveh
Loway Research
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They can then select one or more queues that they have the privilege to see, and click
on “Show current system activity”.

i Loway QueueMetrics version 1.2.0-b1 - Opera

File Edit Mew Bookmarks Feeds Mal Chat Tools Help

® Your Logo Ogﬁcg’ﬁmsglc;

.............

Visitor Realtime call center monitoring - 17:32:50
EQueue[sj: Coda 1,Coda 2 OUT
| Reload now |

;Calls being processed:

Queue Caller Id Waiting Duration  Agent Ext.
G4 Coda 1 [555)555-1111 ‘40 0:28 Pippo (10417 104 g
‘Today at a glance:
. Queue N. calls Avg wait Avg talk
¢ Tatal callz inbound E31 o e
] Coda 1 B3 133s. Tids
¢ Total calls authound B32 133s. 466 5.
Coda 2 0UT E32 133s. 46.6 5,
Queue H. calls Avg wait
Tatal lost calls inbound 211 100 =.
: Coda 1 211 1005,
Total lost calls authaound 20 100s=.
Coda 2 0UT 210 100 5.

In order to maantain session inforrmation, this page will reload antomatically

-
—

This page looks very similar to the real-time page, where the calls for the given queues
are shown in real time. If the user is given the MON_AUDIO or MON_VNC keys, he
will have the opportunity to click on the VNC or the unattended audio monitoring
icons and start the procedure exactly the way it happens for the real-time page.

In addition to the data about the real-time activity, the user will be able to see a report
of the number, average duration and average wait time for answered and unanswered
calls on the selected queue(s).
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The page reloads automatically just like the real-time page, or can be reloaded by
clicking on the “Reload now” button.

Setting up VISITORS in a real life scenario

*  You may be running a number of queues for different clients, and you do not
want one client to see the others’ queues. This is obtained very simply by
protecting each queue with a different key and then assigning each visitor the
correct key

*  You want some visitors to use unattended audio or VNC monitoring. Distribute
or revoke the keys MON_VNC and MON_AUDIO accordingly.

* A sample visitor user has been created for the demo database that ships with
QueueMetrics; it is called demovisitor with password demo.
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Using Supervisors

A supervisor, for what QueueMetrics is concerned, is a user holding the key
SUPERVISOR. One such user has the ability to be assigned to the known agents as
their supervisor and to run a report with the additional criterion of filtering the
results for all agents he is the supervisor of. This will work in much the same way as
the current Location reporting.

On the main page and on the Custom report analysis, if a user is a Supervisor, he will
have an additional option: “Run the analysis for my competency”. This option will at
the moment be mutually incompatible with Location filtering (if both are chosen, an
error will be shown). The analysis will proceed as usual.

In the real-time page there will be a new toggle button “Competency” to filter agents
by the competency. Even in this case the filter may not be used together with Location
filtering.
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Automating statistics download: the ROBOT profile

It is sometimes desirable to obtain a snapshot of the reports QueueMetrics produces at
a given moment in time for future access or for uniformity of comparison. You may, for
example, want to store on disk a snapshot of the current daily activity every day at
19.00, fur future reference.

The ROBOT profile was thought for this purpose: automating access to the wealth of
statistics that QueueMetrics is able to provide.

To set this up, first make sure that you have at least one user holding the key ROBOT
that is used for remote access. A sample user called robot password robot is provided
in the sample database that ships with QueueMetrics.

Point your browser to the QueueMetrics server with a URL like the following:

http://server/ queuenetrics/ gmrep.do?user =r obot &ass=r obot &queues=ql&peri od=t 0

will download today’s report — the full version - for queue “ql1”, while the following one

http://server/queuenetrics/gmrt.do?user=robot &ass=r obot &ueues=ql| q2

will download the realtime page for queues “ql” and “q2”, and

http://server/queuenetrics/ gm wab. do?user =r obot &ass=r obot &jueues=ql| g2
will download the realtime wallboard for queues “ql” and “q2”.

It is then easy to automate this behaviour using an automated downloader, like for
example the wget command in the Unix environment.

The following web parameters are accepted by the qm_rt (realtime page) and qm_rep
(report page) generators:

Parameter Notes WAB RT REP
user The user name. Mandatory. X X X
pass The user password. Mandatory. X X X
logfile The log file to use ( with full path). If not defined, X X X
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the default one will be used.

queues One or more queues to be analyzed. Use the pipe X X X
symbol to separate multiple entries. Use the
Asterisk name for each queue.

period The time period to use. Composed by a single X
letter plus the number of days to report about.
t0: today — t1: yesterday
d1: last 24hrs — d2: last 48 hrs

filter A single agent’s name, like Agent/123, that will X
be used a s a filter for the analysis.

t_from Initial time, expressed in the format yyyy-MM- X
dd.HH:mm:ss, e.g. 2006-01-03.12:00:00.

t_to Ending time, expressed in the format yyyy-MM- X
dd.HH:mm:ss, e.g. 2006-02-04.03:00:00.

reloads Always set to 1 if the session is to generate a X X
reloadable page. Do not use for general report
extraction.

If you run a report, a time interval must be specified, i.e. you have to supply either a
“period” or a “t_from”/”t_to” couple.

In addition to the key ROBOT, your user will need the key QUEUE_AN for reporting
and REALTIME for realtime monitoring.

Setting up a self-service wallboard

By using the ROBOT profile in conjunction with reloads=1, it is quite simple to set-up
an unattended wallboard for QueueMetrics.

First of all set up a low-cost Linux box to boot in its graphical environment,
automatically launch a web browser and go to the following URL:

http://server/ queuenetrics/ gm wab. do?user =r obot &ass=xxx&r el oads=1&queues=ql| g2

This command will show an auto-reloading wallboard showing the real-time status of
queues Q1 and Q2.
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If you connect the new Linux box to a large screen or a video beamer and set it in your
call-center where it will be visible by your agents, you have just set-up a wallboard at
a very low cost using commodity hardware and requiring no human intervention but
turning it on in the morning and turning it off in the afternoon.

You can do the same with the real-time screen by using the gm_rt.do command to
create a very simple real-time monitor running all day long for your supervisors.
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Storing queue data on MySQL

QueueMetrics lets you store the queue_log data on a MySQL table and is able to
produce the very same analyses — including real-time analyses — from data stored on a
database.

This scenario is mostly useful for large call centres, where the queue_log data starts to
be quite large and the main Asterisk server is quite busy handling its own traffic. In
this case, it would be a better solution to have QM run on a separate server, so that
even if it has to run a huge analysis the main Asterisk server will not be slowed down.

QM lets you have a deployment scenario like the following one:

Main Asterisk Database QueueMetrics
server server server

m

(] )\ W | =
BE8 [ iid % £

Agents QM users

In this case, we see that we are using two separate servers; one for the database and
one for the QueueMetrics server itself. It is possible to use the same server for both
the database and QM, or to consolidate the database on an existing database server
and QM on an existing servlet container.

It is very important that all the servers share the same system time; this way real-
time events will be shown in an exact ways3.

Who should use MySQlL storage?
MySQL storage is useful in the following scenarios:

e Large call centres with a very busy or mission-critical Asterisk server

3 The ntpdate command can be used on Linux to synchronize the system clock to an external timing
source with a high degree of precision. Usage in a daily cron script is highly recommended.
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e Large QM reports run very often
e A large number of agents reloading QM agents pages
e Clustered call-centres monitored by a single QueueMetrics instance

In smaller environments (up to 10 agents), it is probably overkill to use MySQL
storage, because the extra complexity will not be matched by an extra performance
advantage.

Understanding MySQL storage

The QM database storage engine was built with a need to adapt to existing MySQL
schemas; therefore the database storage option is very flexible.

It lets you:
e Define the names of each SQL field

* Define the name of the SQL table used (it must reside in the same database as
the other QM tables)

* Define one or more table partitions

The storage system makes no assumptions on the underlying field layout of the table
used, therefore you are free to define each field as you best see fit for your scenario.

To obtain these results, the SQL settings are divided into presets and partitions.

A preset is a schema definition to be used, i.e. the names of each field involved in
database storage. You can have a number of different presets, e.g. to connect to
different tables in the same database. Presets are defined in the WEB-

INF | configuration.properties file.

A sample preset can be seen here:

# Preset 1: standard DB access. Edit to suit your DB needs.
sql Preset. 1.t abl e=queue_| og
sql Preset.1.f tinme_id=tine_id
sql Preset.1.f call id=call _id
sql Preset. 1. f _queue=queue
sql Preset. 1. f _agent =agent
sql Preset. 1.f partition=partition
sql Preset. 1. f datal=datal
.f_data2=dat a2
. f_dat a3=dat a3

.f_dat a4=dat a4

sql Preset.

1
1
1
1
1
sql Preset. 1. f verb=verb
1
1
1
sql Preset. 1
1

sql Preset.
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sql Preset. 1. f i ncr=uni que_row count

You can have more than one preset, by entering the same data multiple times under
sqlPreset.1...., sqlPreset.2....., sqlPreset.3...... and so on.

The values for each field are:
e Table is the table name

e Time_id is the first field in the queue_log. This is used for most extractions and
should be an access key.

e Call_id is the second field of the queue_log
* Queue is the third field of the queue_log

o Agent is the fourth field of the queue_log

* Verbd is the fifth field of the queue_log

* Datal...Data4 are the remaining fields of the queue_log. Currently Data4 is not
defined in the queue_log; in case just leave it blank.

» Partition is a logical partition of the table.

e Incr: as the minimum time detail for Asterisk activity is by the second, it is
possible that events that happen on the very same second seem to happen in the
wrong, meaningless order when the data is read back from the database. It is
possible to define an auto-increment field on the table that is used to make sure
that rows are fetched from the database in the same exact order they were
inserted into. This table definition is the default for QM since version 1.1

A partition is a key under which separate entries are present in the same queue_log
table. You could have separate servers — like test and production - uploading each one
to a different partition, and each of them would be completely independent. This is
also used for clustering scenarios, where a number of different Asterisk server upload
data to the same database.

If you use a partition, your partition /time_id combo should be an access key for the
table, as QM will access the table every time under this plan.

If you do not use a partition, just leave this field blank and make sure that time_id is
an access key for the table.

Uploading data to MySQL

There are a number of ways for data to be uploaded into MySQL. If we plan to use the
real-time monitoring features, we must upload data to MySQL as events happen, in
order to have them seen immediately by QM.
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We have developed a very safe script suitable for small to very high volume for high-
volume production systems called qloaderd. It can be easily started and stopped from
the init.d commands and comes complete with start-stop scripts. Its main advantages
are the following:

» Extra safe: will check for duplicate lines in the database

» Extra safe: will retry loading data on MySQL connection errors
* Creates a full import log

* Can be started/stopped as a standard system service

You can find it under the WEB-INF' | mysql-utils /qloader; do not forget to read the
installation docs that are in gloader-README file and to use the correct init-script for
your system.

A number of other techniques are available to upload a queue_log file as it is being
written to a MySQL table, you may also want to consider the Unix named pipe method
reported here: http:/lists.digium.com/pipermail/asterisk-users/2005-July/116881.html

It is also possible to use the old queueLoader.pl script also distributed under WEB-
INF | mysql-utils. To use the script, edit it with a text editor in order to set the MySQL
server, database, user and password, like in the following example:

ny $nysqgl _host = "10.10.3.5";
ny $nysql _db = "l og_code";
ny $nysql _user = "queuenetrics";
ny $nysql _pass = "javadude";

After the database is set, you can upload a whole file (in this case, /my/queue_log) to a
partition named “P01” by running:

perl queuelLoader.pl /mny/queue_| og POl

You can also upload your queue_log file to partition “P02” as it is being written by
issuing:
tail -n 0 -f /var/log/asterisk/queue_|og | queueLoader.pl - P02

(do not forget the minus sign, separated by spaces, before the partition name!).

In the future, we expect Asterisk to be able to write queue_log data straight to a
database via ODBC, so these tricks will not be necessary anymore.
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Loading data in QueueMetrics

After you configured the table in configuration.properties, using the table is only a
matter of inputting “sql:[partition] | [preset]” as the queue_log file name to analyze.
The partition defaults to “” (blank) if absent, while the default preset is 1.

You can do it directly from the “Run custom report” form, or preset the file name in
configuration.properties as you best see fit by setting the default.queue_log_file
property.

Examples:
sql : PO3

Means accessing the partition named “P03” for preset #1.

sql : X23| 3

Means accessing the partition named “X23” for preset #3.

sql:|2

Means accessing the present #2 with no partition, and

sql :

Accesses preset #1 with no partition.

If you use agents pages, keep in mind that the value in realtime.max_bytes_agent will
not be the portion of the queue_log to be read, but the time interval (in seconds) that

will be read for the current agent (i.e. if set to 10000, it will search agent data for the
last three hours or so).

When you enter a “sql:” file name, the error “The file sql: does not exist” means that
there is a misconfiguration of the table access fields in configuration.properties.

Checking MySQL database status

As it is not very immediate to “see” if a partition is being loaded and how much
information is available on the database, we provide a “Mysql Storage Information”
page (accessible from the main “Edit settings” menu if the user holds the key
USR_MYSQL) that provides general database information.

By clicking on the link, a new page will be loaded showing the available partitions; by
clicking on the “Details” button, information for the chosen partition is extracted.
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.............

éCurrent storage info

ETotal number of rows in table: g1.104q
Total table space: 4,1 M ( Data: 2,7 M - Indexes: 1,4 M)

Partition Entries N. calls From: To: Days of data: Last heartheat:

rt 04 4608 2007-06-21 06:26 2007-06-23 06:23 20days  2007-05-23 08:23

?Note: the “Number of Calls” shown here iz meant as a rough estimate and may differ from the one actually shown by the reports.

éDetails for partition: rt

N Pows in partition: 91.104

QJueues:

Queue Entries From: To: Days:

ol 9216  2007-05-21 0826 2007-06-23 06:25 2,0 days
Lo 9216  2007-06-21 0626 2007-06-23 0F: 25 2,0 days
Agents:
| Agent Entries From: To: Days:

Agenti 01 5184  2007-05-21 0826 2007-06-23 06:25 2,0 days

Agenti02 6912 2007-06-21 06:26 2007-06-23 06:25 2,0 days

Agenti03 £336 2007-06-21 0626 2007-06-23 0F: 25 2,0 days

Agerti04 6912 2007-05-21 0826 2007-06-23 06:25 2,0 days

The total number of rows in table and the total table space is shown; for each
partition, its minimum and maximum data entries and its “heartbeat”, that is fake
entries that the qloaderd process will add to notify the server that the connection is
still alive even if Asterisk is producing no data.

The “number of calls” is a very rough estimate with no logic in it — it may differ a lot
from the actual data calculated by reading the log. Only its order of magnitude should
match the other reports.

For each partition, all distinct agents and queues are reported, and their first and last
appearance on the database. The “Days” is the time difference in days between the
first and last reference.

Please not e that accessing this page causes a number of table-scan queries to be
performed on the MySQL table — the page might become irresponsive or MySQL can
be slowed down if your queue_log table is very large.

Optimizing the queue_log table

If you do a number of deletes followed by inserts on the queue_log table, for example
because you manually delete a partition and upload data in another one, the table
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access plan may become sub-optimal and performance may suffer. The same happens
if you upload multiple queue_log instances at once to different partitions, for example
if you run a cluster.

In this case, you can manually run the following MySQL query to optimize the table:

ALTER TABLE "queue_l og" ORDER BY partition, tine_id, unique_row count

This might take a while to run and may lock your table until it’s complete. It is not
necessary to run this query if you only upload data without ever deleting it for one
single partition.

If you run a busy cluster, running it daily at a scheduled, off-peak time might produce
the best results.
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Monitoring clusters with QueueMetrics

QueueMetrics is able to monitor clusters of Asterisk servers, in order to monitor large
call centres that are spread over a number of physical machines. This setting is often
used for large deployments, as it leads to a number of advantages:

e The overall call center is safer, as the failure of one single Asterisk box leads to
a down of only part of the call center an not its entirety

e The call center can easily grow to hundreds of seats simply by adding more
Asterisk servers, without special optimizations or weird configurations

* There is less risk of a deadlock on one single Asterisk instance, as the load on
each box is kept low enough not to be a problem

In order to implement this, QueueMetrics has been extended to support the notion of
cluster, that is a set of Asterisk servers working together as if they were one single
box. The cluster can be set up as is better fit, for example:

» Different queues for each Asterisk box, or
* The same queues on more than one Asterisk box

e  Some boxes are used for inbound and some for outbound

When QueueMetrics runs in cluster mode, the whole call center is monitored as if it
were a big single Asterisk box, and the basic unit for reporting remains the set of
selected queues. QueueMetrics will internally query the different servers or queue_log
files as needed, and will automatically dispatch events to the correct Asterisk box.

Setting up a cluster

To set up a cluster, you should define the following configuration variables in
configuration.properties:

cluster.servers=al eph|trix

This statement tells QM that the current cluster has two members, that are called
“aleph” and “trix”. We suggest using a short name for each server, as it will appear in
many different screenshots. One option would be using the capital letters, like “’A”,
“B”, “C” etc for different members of the cluster.

For each server (in our case “aleph”, but we’ll have to repeat it for all members of the
cluster), we will define the following properties:
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cl ust er. al eph. manager =t cp: user: pass@0. 10. 3. 5

This tells QueueMetrics that the manager interface for aleph can be found at
10.10.3.5, logging in as “user” with password “pass”. The manager interface is needed
to run Live monitoring and can be used to run commands to Asterisk (like logging
agents on and off, starting chanspy sessions, etc).

cl uster. al eph. queuel og=sql : PO01

This tells QM that the queue_log file (or its contents) can be downloaded from
partition PO01 of the QM database. You must use MySQL storage in order for
clustering to work at all.

cluster.aleph.monitored_calls=/share /aleph/calls/

This tells QM where to look for recorded calls on each Asterisk server. This is used by
QueueMetrics in order to click-and-listen to recorded calls. A NFS or SMB share is
usually a good starting point. As an alternative, you can enter the URL of an XML-
RPC server that will return information about the recorded call (for more information
on this topic, see Enabling XML-RPC call listening and streaming on page 120).

cluster.al eph.callfilesdir=/share/al eph/callfiles/

If you do not want to connect to your Asterisk servers using the manager interface,
you still need a way to send it commands (e.g. to start a chanspy session). In order to
do this, you should give QM a directory to write callfiles to. If you use the manager
interface, leave this entry blank. (We strongly suggest doing so and using the
manager interface instead).

cl uster. al eph. audi oRpcServer=http://myserver/ xm RpcServer

If you use an XML-RPC “broker” in order to used live calls listening using a third-
party software like Orecx, you should enter its URL here. This must be activated at
once for all servers by not leaving blank in the property default.audioRpcServer. In all
other cases, just leave this property blank. (for more information on this topic, see
Enabling XML-RPC call listening and streaming on page 120).

cl uster. al eph. agent Secur i t yKey=AAA

When using the agent’s page in cluster mode, you must make sure that each agent
“points” to the correct server, as this server will be used for both pulling agent’s data
and sending logon/logoff commands. This is obtained on the agent’s page through a
pull-down menu where the agent must select the correct server he’s logged on to. In
order to avoid mistakes, it is possible to protect a server by adding a security key, so
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that only agents having that security key will see that server. If an agent has only one
possible server, that server will be automatically selected. In practice, this means that
you could create two agent classes, we call them AGENT_A and AGENT_B. They have
the same keys, but in class AGENT_A there is the key SERVER_A, and in the other
SERVER_B. We protect each server entry with SERVER_A for the first and
SERVER_B for the other. Then we assign users to classes AGENT_A (for agents
working on the first server) and AGENT_B (for agents working on the second server).
If you want agents to manually switch servers, or your cluster is made up of only one
machine, leave this blank.

Sefting up the members of the cluster
On each box that is a member of the cluster, you should set up the following items:

* Call recording: if calls are recorded to be played back through QueueMetrics,
you should store them all in a directory that is accessible through the
QueueMetrics server, or set up an external XML-RPC call broker.

 Commands: if commands are to be sent to each Asterisk box, you should set up
the [queuemetrics] context in the dial plan, and make sure the manager
interface is set up or the /vars/spool /asterisk / callfiles directory is shared and
accessible to the QueueMetrics server. A sample /queuemetrics/ context can be
found under WEB-INF /| mysql-utils in the directory extensions-examples.

* Logs: you should use gloaderd to upload data to a partition on the main
QueueMetrics database. Make sure that each server uploads data to a different
partition in the same database.

* Clock: make sure the clocks on all members of the cluster is synchronized, and
the same goes for the clock used on the QueueMetrics box and on the MySQL
database. An utility that sync your machine’s clock to an external timing source
like ntpdate will take care of this problem if run periodically through cron.

Setting up QueueMetrics to access the cluster

First thing, you should make sure that you have a clustered license for QueueMetrics
and that your license is big enough in terms of agents to support all agents that are
present in the call-center. Older licenses are valid for one Asterisk server only and
QueueMetrics will complain they are not correct. The first releases of QueueMetrics
1.4 will anyway allow accessing a cluster up to a specified future date (likely October
2007).

To report on all members of a cluster, you should set the property:

defaul t.queue_log file=cluster:*
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This means that all boxes defined as members of this cluster will be used a s a data
source.

To report on a subset of the members of the cluster, you will use a syntax like:
defaul t.queue_log_file=cluster: A B|C

This way you will be reporting on boxes A, B and C.

If you want to report only on a single box, the syntax:

defaul t.queue |l og file=cluster:C

Will be appropriate.

You can then change this property on-the-fly by going to the “Custom reports” page
and editing as needed under the “File” text box.

If you have agents using QueueMetrics’s Agent’s pages, you should set them up so that
each agents points to its correct server.

Using the Agent’s page with a clustered environment

The agent’s page on QueueMetrics acts as a kind of portal for an agent; she can use it
to log on, log off, go to pause, enter pause codes, launch external apps linked to a call
(e.g. CRM apps) and enter call codes (see The real-time agent page on page 61).

As the number of agents can be very high if compared to the number of supervisors
who run reports or monitor the call center, QM uses a “minimal impact” policy: the
page must be refreshed manually by each agent in order to avoid hammering the
server with repeated page hits and the analysis run is a stripped-down, low-fat version
of the full analysis QueueMetrics is able to perform. When coming to clusters, this
means that to avoid useless load, calls for an agent will be searched only on the server
the agent is working on and not on the entire cluster.

Also, we have the problem of defining where an agent is supposed to work: as QM can
issue commands to Asterisk on behalf of an agent, it needs to know to which Asterisk
server those commands must go. This is obtained by using the Server selection that
will appear on the agent’s page if QueueMetrics is running in clustered mode. If more
than one server is selectable, the combo box will let the agent switch server as she best
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sees fit (if only one server is selectable, QueueMetrics will use that server immediately
and will make the combo locked).

As a QM installer, you can control which servers are selectable to which agents by
setting the properties cluster.---.agentSecurityKey correctly for each Asterisk server in

the cluster.
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Editing QueueMetrics settings

System configuration must be done by the system administrator. Most configuration
may be done straight from QM itself, while system wide preferences must be set
editing a text file on the installation server.

To log on as an administrator, you can use the supplied account demoadmin,
password demo, that will bring you to a home page like the following one:

‘ ;- . o Demo Admin | Administratar 8 .ift a
W\ ul L[};-;U QueueMetrics

—————————————

QueueMetrics Home Page

Cueus: |oo All :j

P Quickactivity reports

Today | Vesterday | The day before vestarday
Lazt day | Last 7 days | Last 30 days | Last oo days

P Real-timereport

Start realtime monitoring
Start wallboard

P Custom report
Run custom report
P Agentreport
Filtered for agent:
£ =

Today | Last 7 days | Last 3o days | Last oo days

» Edit QueueMetrics settings

Adrinister users

Edit queues

Edit agants

Edit locations

Edit call outcomes

Edit pause codes

Setup wizard - Load data from Asterisk
Iysql storage information

P Show licence information

research
Loway Research
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Configuring users
Users and classes can be added, modified and deleted right from QM.

A list of users is presented and you can filter it by class or user name.

"4 Loway QueueMetrics version 0.9.1 - Opera
File Edit Wiew Bookmarks Feeds Mal Tools Help
D MNewpage | Recsived
Qg -

call center monitor

& Your Logo oueueMetncs

...............

Home | Cfg Users Cfg Queues Cfg Agents Cutbound
L}

Users
||al v || Search by name orclass |
Id Login Real name Enabled Class User keys Detail
25 Agent 01 Sgent Pluto (1017 Yes AGENTS ||__|
24 AgertH 02 Agert Pippo (1020 Yes LGENTS " |
1 demoadmin Demo Admin Yes ADhN !l___!
23 demouser Demo User Yes MAMAGERS !I |
| Add new user I User classes |
Loway
research

Loway Research

For each user, the login and full name are shown, together with the current class and
any additional user keys. A user must be enabled in order to log on, so if you want to
prevent somebody from logging on without deleting its user information, you can
simply disable it.

The “Add new user” button lets you add new users while the “User classes” button
leads to the class editor.
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"¢ Loway QueueMetrics version 0.9.1 - Opera

File Edit W¥iew Bookmarks Feeds Mal Tools Help
] Mew page ¥ Received
@ Your Logo QueueMetrics
: - call center monitor
Home Cfg Users Cfg Queues Cfg Agents Cuthound
User

Usar id 26 |

Login E&entg"lol |

Pazzword oo |

Real name E—‘@gent Flutof1o1) |

Enabled [Yes -]

E-mail | |

Masterkey Mo j

Class \AGENTS ~|

User keys | |

Fumber of logons |0+ |

Lastlogon lzeon— |

Comiment | |

Token | |

Creation I [1], 2 |

Update ! [1], ¢ C |

[ Update user |i|| Delste user |]|| Back to users |
Loway &2

When you add or edit a user, you are presented with a list of fields to enter:
» Userid is a technical reference used internally. Read only.
* Login is the login string.
* Password is the password, shown in clear text.
* Real name is the name shown in the top part of the screen
* Enabled lets you temporarily disable somebody from using QM.
e E-mail is the user’s e-mail address (Optional).

* Masterkey: if set to Yes, all security key checks are bypassed. DO NOT SET
UNLESS YOU KNOW WHAT YOU ARE DOING!

e (lass is the current user class
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e User keys are additional keys the user holds. Separate each key with a space. If
a key is preceded by the minus sign, it means it’s revoked even if the class
grants it.

*  Number of logons tells how many times the user logged on in QM. Read only.
* Comment is an optional free comment.
* Token has no current use. Read only.

* Creation and Update: the user and date/time when the record was first created
and then last updated. Read only.

IMPORTANT:

When you first log on to QueueMetrics, you must change the passwords
to all default users. Failure to do so represents an important security
breach!
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Editing user classes
User classes can be configured freely; you can create individual key rings with special
privileges to best suit your needs.

¥ Loway QueueMetrics version 0.9.1 - Opera

File Edit Wiew Bookmarks Feeds Mal Tools Help
U Mews page ]E] Received
N e = Py ‘,:* ” | muemetrics,l'usradmin,l’usral:_v_ ' search Y E‘ 100% | = _i-

o

call center monitor

& Your Logo OueueMetrlcs':

Home | Cngsers i Cfg Queues Cfz Agents Cutbound

R B e R e R R R S e e R B e

Classes
Name Description Keys
ADmIR Administrator USER GQIUEUE_AM USR_AGEMT USR_GUEUE LISRADRMIN

UsR_OUTEOUNMD AGREP
AGENTS Indlividual agents AGENT USER
MAMNAGERS CC Managers USER QIUEUE_AM REALTIME AGRER
SYSOP The Sysop LISER S¥S0P
|| Add new class || || Back to user conﬁguration]

research
Loway Research

Each class has a set of keys that can be freely edited in much the same way as users.
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¢ Loway QueueMetrics version 0.9.1 - Opera

File Edit Wiew Bookmarks Feeds Mal Toaols Help

call center monitor

i:l MMew page ]E] Recsived [3 oAy CieueMebrics ver.., 'T | -ﬁ 4
- gm - Epe Py “:f ” = om uemetricsfusradminfusra * | -I--:-:--..-!== search L\ 100% | = | _-li- i, *
: - Demo Admin |Admznzstraror| _Log off || ” Print "

& Your Logo QueueMetrics

...............

Harne Cfg Users Cfg Queues Cfz Agents Cutbound

e e e ' e P L T oy T b e S B e L e e Lo e e e 2

Class
Class Id I 18 ]
| Mame IAfJM_Ii‘-I ]
Diescription IAdmims_t_l_"_g_t_Qr ]
Keys |ﬁﬁhﬁﬁ'éﬁﬁlﬁ'ﬁémﬁfﬁj
Creation | e :
Update |derne

HMumber of users belonging to this class: 1!

| Updateclass || Coeecooc || Backto classes |

Loway

research
Loway Research

No class can be deleted as long as there is at least one user that is member of it.
The default classes should be enough to get most systems started:

e ADMIN is for the system administrator only, and lets you do nearly everything,
including system configuration;

« MANAGERS is for most QM users, the ones that have to run the reports and
monitor real-time activity;

 AGENTS is for individual agents logging on to their web page.
e VISITORS is for visitors accessing the simplified real-time page
« ROBOTS is for automated data download

Configuring queues

A list of queues must be set before accessing QM. Each queue can be made visible to
only a specific set of users by adding a key — this can be useful if, for example, each
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queue has a manager viewing data for it, while only a CC manager sees data for all
queues in the center.

Alias

34 00 a1

& 0 DPS
34 2 Test

————————————————————

Cfg Queues Cfg Agents Cfg Locations
Queues Configuration

Queue(s) Wrap-up Ann. Key

g1, g2, queue-dps, queus-test 0= 0=,

gueue-tps Os. Os.

gueue-test O=. Os.

Click on a column name to sort data.
@ inbound quene - B authourd quene
Edit

Alias: loo all
Queue(s): q1|qz|queus-dps|queus-tast -
Wrap-up tims (sec.): o |
Announcement (sec.): io |
Visibility kev: ! [
Call flowr: Inbound calls ~|
Attention levels Vellow alarm Red alarm
Mumber of calls in queue: (=1 | i>5 I
Number of agents on call: =2 | | |
Mumber of agents waiting: <z | | |
Nurber of agents paused: | | | |
Call wait duration: =30 | =60 I
Call talking duration: ! | i>300 |

Cfg Outcomes  Cfg Pauses 5

For each queue you have to define:

o

00O

&, &, B,

e An Alias, that is the name users will see in the queues combo box on the Home

Page;

* A set of Queues, that can be the name of an Asterisk queue as seen from the
Queue() command or a set of names separated by the pipe symbol, as in

queuel | queue2 | queued. This lets you aggregate queues freely.

* An optional Wrap-up time, i.e. how many seconds an agent stays idle after
hanging up;

* An optional Announcement duration, that lets you deduce the duration of the
queue announcement that is played to the agent from the actual metrics;
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* An optional Visibility key, that makes the queue visible only to users holding

that key.

e The Call flow direction, i.e. whether the queue is an inbound (classical) queue or
an outbound queue (made to track individuals agents calling out or the activity

of a full-fledged predictive dialler).

e A number of Attention levels, see below.

By clicking on the Agents icon, you can define the position of each agent as a member
of the service groups for that key. An agent cannot be a member of more than one

group per each queue s/he is a member of.

It is of course perfectly legal for an agent defined not to be used in a specific queue.

¢ Loway Queuehetrics version 1.2.0-b1 - Opera

B=1ES

o R S R

File Edit Wew Bookmarks Feeds Mail Chat Tools Help
I " O
i Your Logo
Home Cfg Users Cfg Queues Cfz Agents

Agents available for queue - c0AALL

MAIN WRAP SPILL
Front line Backup of Main Last rasort
Name Name Name
|| Anna(304) .| Annz(3od ] Anna (304
o Caio(104) | Caio (104) | caio(104)
| Glusy (305) | Giusy (303) | Giusy (303)
| | Laura(303) | Laura (303) | Laura(303)
| | Mirko (308) || Mirke(zos) | Mirka (306)
| | Paolka(302) | | Paola(302) | Paola (302)
|| Pippog101) v" Pippo (101) | Pippo (101
[ ] Putor102) | Pluto 102) | Pluto (102)
| | Sara(301) | | ®aragzory || Sara(301)
|| SIPPhone (539) | SIF Phone (533) | SIP Phone (339) :
Tizio (103) Tizio (103) v Tizio (103) o

i

Dermno Admin | Administrators | LD_E___':”OF__.! “ Print ”
QueueMetrics

call center monitor

| Update now || Back to gqueues |

=
i

Setting attention levels (Red and yellow alarms)

It is possible — but not mandatory — to define all or some attention levels for the given
queue. To do so, you have to fill in each queue attention levels parameter with an
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expression that will be matched to the current property’s value in order to trigger a
defined alarm.

QueueMetrics does currently allow to set two possible alarm thresholds; that is a
“yellow” and a “red” alarm. You can define one or both of these properties, according to
your preferences. Those values are used currently only to trigger alarms in the real-
time panel.

For example, imagine we want to set a yellow alarm on the queue wait for each call,;
we want cells to turn yellow if the wait time exceeds 30 seconds, and to turn red if it is
over one minute. To do so, we enter “> 30” in the yellow alarm box near to “Call wait
duration”, and “> 60” in the red alarm box on the same line.

In the case where both yellow and red conditions match, the red alarm prevails.

€_» «w» «

Currently, the following functions can be used to match a value “=”, “>”,
(different).

» @ _»

<5

The possible alarms are the following:
*  Number of calls in queue: how many calls are present in the queue.
*  Number of agents on call: how many agents are on call
*  Number of agents waiting: how many agents are idle
*  Number of agents paused: how many agents are on pause
* Call wait duration: how much a call is waiting before being answered

e Call talking duration: the duration of the agent’s conversation

Configuring agents

Agents can be configured so that:
e They’re decoded to their own name when they are found in reports
* They can be set as members of service levels for queues.

* They can be assigned an optional Location, that can also be used as a filter
condition.
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Hore Cfg Ugers Cfg Quenes Cfg Agents Cfg Locations Cfg Outcormes Cfg Pauses

——————————————

Agents Configuration
Agent code Agent description Location Term. Mon. Superv.
Agents 01 John Doe (101) flzin dEmosupetvisor & § @
Agerti102 Mike Boo ( 102) Other 12 . . & @

Click on a colum name tosort data.

Add new agent

Agent code:

Agent description:

|
|

Agent location: I
VIMC monitoring URL: |
|

|-

[ Testit |

Current terminal:

A 5

Supervisor:

| Add now |

For each agent in use, enter:

Agent code as the Asterisk agent code, e.g. Agent/101;
Agent description as the agent’s own name.

Agent location can be selected from a drop-down list of defined locations. Leave
blank if not needed.

VNC Monitoring: the URL that will launch the VNC monitoring app for the
given agent

Current terminal: the current terminal for the given agent. If this field is left
blank, unattended audio monitoring will not work. If you are using regular

Asterisk agents, just enter “-“ as the current terminal to make audio monitoring
work.

Supervisor: the supervisor for this agent. This can be selected between all users
holding the key SUPERVISOR.

If you want an agent to log on to their own page, you also have to create a user with
the same name.

Configuring locations

The following configuration transaction lets you define locations for your agents. To
access this page, a user must be holding the USR_LOCATION key.
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.......................

Home Cfg Users Cfg Queues Cfg Agents Cfg Locations Cfg Outcornes Cfg Pauses

.................................................................................................................

Locations Configuration

Name Description Key N. of agents
hlain tlain Location 1 62
Cther Secondary location 1 6-)

Click on a column name to sortdata.

Edit location

Name: | |

Description: | |

Security key: | |

Each location has a short name, a longer description, and a visibility key, so that only
users holding that key may select that location as a source for reports.

A location cannot be deleted if at least one agent is defined for that location.

Configuring call outcomes

We define a call outcome as a flag to be added to a call, either when the call is ongoing
or when the call has just finished, that will signal the result of the call from a business
point of view. Such a flag is optional for QueueMetrics and can be added to both
incoming and outgoing traffic.

The call outcome will be defined by a numeric sequence that the agent will either key
in on their telephone terminal or report through QueueMetrics itself through the
Agent’s page. QueueMetrics will not consider how the sequence is entered, as long as
it’s present in the queue_log data it runs on. Such records can be generated, for
example, by an outbound dialler that is able to pre-screen answered traffic.

To minimize internal searching costs, the call activity must be entered either while
the call is in progress or within one hour of its completion. If more than one call
activity code is entered, the latest takes precedence over the previous ones.
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———————————————————————

Horme Cfg Uzer Cfg Queues Cfg Agents Cfg Locations Cfg Outcomes Cfg Pauses

............................... o 3

Call Outcomes Configuration

I Add new entr_y_-“

Code Description Contact? Sale? HKey

20 Sold @ e v @
21 ot interessted @ @ & @
a Anzering Machine \:35-\' @ s ? '@
h Busy =] @ & @
do Dizconnectec @ @ & @
dnc Do not call anymoare @ \':”} Lv') @
n Mot svailsble @ @ & @
i Net Interested @ @ s @
nig Net Gualified @ @ v @
zale Sale @ @ [ 4 @
wfer Transfer to VR @ @ & @

Click o a column name to sortdata.

|| Add new entry ||

As you can see, each outcome can set two flags: a “This call qualifies as contact?” flag
and a “This call qualifies as sale?” flag. This will be used in order to produce statistics
on traffic. If a call code is found but not defined through the configuration screen, QM
will report on it and treat it as a “No contact” and “No sale” call.

———————————————————————

Cfg Users Cfg Queues Cfg Agents Cfg Locations ' Cfg Outcomes ' Cfg Pauses

Edit call outcome

Status code: |20 |
Description: Beld |
Security key: | |
Counts as Contact? |Yes ﬂ
CountzasSale?  |Yes -]
Created by: demoadmin, 2z2/0éfz007, 10127

Last updated: demoadmin, 22/cdfz007, 10127

| Save || Back || New |

The editor page lets you set:

File:QueueMetrics User Manual 141.doc Version: 23/08/07



L ow a QueueMetrics User Manual
y Page 101 of 130

research

* A numeric? code for that outcome. The system will check that it will not be
duplicated on the list

* A text label for the outcome (e.g. “Contact”)
* A flag telling the system whether that outcome counts as a “Contact”
* A flag telling the system whether that outcome counts as a “Sale”

* An optional security key for that outcome. This will be used only when
displaying outcome choices for a given call in the Agent’s page. The reporting
engine will report on all outcomes present in its analysis.

Configuring pause codes

The agent’s time is defined in QueueMetrics as made up of different activities. The
main activity for an agent will be “Available time”, i.e. the time when an agent is
ready taking or placing calls. When an agent pauses out of “Available time”, they may
want to flag the reason for the pausing, e.g. doing backend activities, lunch, etc. This
way you can track agent activities punctually. If they don’t flag a pause, it will be
computed as simply “Pause” time.

Each pause code is written on the queue log while the pause in progress, i.e. after the
agent goes on pause and before the agent stops that pause. The pause code will
usually be defined by a numeric sequence that the agent will either key in on their
telephone terminal or report through QueueMetrics itself through the Agent’s page.
QueueMetrics will not consider how the sequence is entered, as long as it’s present in
the queue_log data it runs on.

4 The code must be numeric so it may optionally be keyed-in using the rep’s terminal.
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Home Cfg Users Cfg Queues Cfg Agents Cfg Locations Cfg Outcomes Cfg Pauses

...............................................................................................................................................................

Pause Codes Configuration

| Add new entry il

| ]
Code Description Billahle?  Key
10 Lunch @ & @
11 Hautly break @ F @
12 Email @ & @
13 Backotfice @ -
30 Lunch @ & @
3 Back Office L] & @

Click on a column name to sort data.
| Add new entry |

For each pause code, it is possible to tell QueueMetrics whether that time is billable
(from a business perspective, e.g. time an agent is disconnected from the ACD but
doing back-office activities) versus non-billable activities (e.g. pausing for lunch,
taking mandatory breaks, and so on).

All activities are optional and may be added or deleted at will. The following fields
apply:
* A numeric® code for that activity. The system will check that it will not be
duplicated on the list

* A text label for the activity (e.g. “Lunch”)

» A flag telling the system whether that activity is: Billable, Not Billable or Other
activity. Other activities are considered non-telephone related activities and are
by definition non billable. With Other activity you may add activities like
training, etc.

* An optional security key for that activity. This will be used only when
displaying activity choices in the Agent’s page. The reporting engine will report
on all activities present in its analysis.

5 The code must be numeric so it may optionally be keyed-in using the rep’s terminal.
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Horme Cfg Users Cfg Queues Cfg Agents Cfg Locations Cfg Outcormes Cfg Pauses

Edit pause codes
Status code: 12 |
Description: [Email |
Security key: | |
Counts as Billable activity? |Yes j
Created by: demoadmin, 18/06/2007, 22125
Last updated:

| Save || Back || New |
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Automatic QueueMetrics configuration

In order to save time and make sure that QM is always up-to-date with the underlying
Asterisk configuration, it is possible to run a wizard that will load the following data
straight from Asterisk configuration files:

*  Which queues are in use, and their configuration

e  Which agents are being referenced, their name and how they belong to the
various queues

It is also possible to automatically create users out of the defined agents, so that they
can log-on to QueueMetrics with the very same password they use to log-on to
Asterisk.

In order for the wizard to be run, the user must hold the grants to administer users,
edit queues and edit agents too.

If the user holds the required keys, the label “Setup wizard” will be shown on the front
page:

1J Loway QueueMetrics version 1.1.0 - Opera
File Edit Wew Bookmarks Feeds Mal Tools Help

D LR ETT I PR | e CiiieuisMetrics ver, ., (X

7 e e e g2 ” | mJ.10.3.5:8080,|’queuemetrics-1.1.0,:_'_ -Z--:-‘-_.-!== search | f-ah 100% | ¥ __i_ M &
Start realtime monitoring z

» Custom report
Run custormn report

b Agentreport

Filterad for agent:
: -]

Today | Last 7 days | Last g0 days | Last go days

» Edit QueuelMetrics settings

Administer ugers

Edit queues

Edit agents

Edit locations

Setup wizard - Load data from Asterisk

} Show licence information

4

By clicking on it, the administrator will be lead to a page where he can select the local
paths for the agents.conf and queues.conf files. If those files are not present or not
readable, a red “Error” statement will appear next to the file names.
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" Loway QueueMetrics version 1.1.0 - Opera

=1E

File Edit Wiew Bookmarks Feeds Mal Tools Help

U Mew page

before continuing.

Loway Research

File Paths > Select Agents = Select Users = Select Queunes = Complete

is wizard will import agent and queue data from the existing Asterisk configuration. Please make sure both files are presenté

Agants.conf: |fete fasterisk/agents.conf |oK

Quaues.conf: |fete/asterisk/queues.conf |oK

| RETRY | | conFiRn_|
Loway

If all seems to be correct, press on the “Confirm” button. Press “Retry” after modifying

a path to check if it is readable by QueueMetrics.

"/ Loway QueueMetrics version 1.1.0 - Opera
File Edit Vew Bookmarks Feeds Mal Tools Help

r_"l Mew page

File Paths > Select Agents > Select Users = Select Queues = Complete

Available agents

Checked alements will be created or updated asnesded.

Agent Code Password Full Name
L] 1o 999 Agerte Prove
|| 102 993 Agente Segreto
w103 997 Agerte Tre
L 999 ProvaTeletono

Check all || CONFIRM |

Loway

resenrch
Loway Research
—
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Asterisk will scan the available agents and present you a list of agents to be created or
updated. By default, this wizard will try not to modify an agent or a queue that is

already present in QM, that is the found data will be shown but unchecked. Check on
the items to include/exclude them as needed.

1/ Loway QueueMetrics version 1.1.0 - Opera

[:I Mew page

File Edit View Bookmarks Feeds Mal Tools Help

|+ ‘:_f |5 | om ).3.5:8080/qusuemstrics-1.1.0, + |CJ

File Paths = Select Agents = Select Users = Select Quenes = Complete

Available userss

Checked elements will be created as users who can log-on to QueueMetrics.

Agent Code Password Full name
vl 103 Qa7 Agente Tre
M 2 939 ProvaTelefono
| Checkal | CONFIRM |
Loway

Loway Research

OueueMetrlcs =

call center monitor

If the corresponding QM users for selected agents only are not present, they are
created automatically by this mask.

1/ Loway QueueMetrics version 1.1.0 - Opera

[:I Mew page

-------------

File Edit View Bookmarks Feeds Mal Tools Help

File Paths > Select Agents = Select Users = Select Queues = Complete

Available queues
Chacked slameants will be created or updated as neadad.

CGueue name Wrap-up Time  Full name

|| gueus-test 0 queue-test

v oueue-dps 0 fuele-dps

chackall | [ CONFIRM ||

revrnt:n- y

Loway Research

4
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The queues will be created or updated as needed; existing queues will not usually be
overwritten without explicit user permission.

1 Loway QueueMetrics version 1.1.0 - Opera

File Edit Yew Bookmarks Feeds Mal Tools Help

U Mew page

File Paths = Select Agents = Select Users = Salect Queues = Complete

Summary
The following operations were performed by this wizard:

Gueue/Agent Event
Agent 03 Added agent
Agerts21 Added agent
gueue-dps Added gueue

| Home page |

Loway

Loway Research Eoid

This last mask will display a summary of the updates that have been performed by
this wizard.
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Configuring system preferences

System preferences can be edited by editing a text file called configuration.properties
located in the WEB-INF directory of the QM webapp.

This lets you set system-wide parameters and edit the logo and splash screen text for

QM.
Property name

default.queue

Default.queue_log_file

Realtime.max_bytes_agent

Default.monitored_calls

Default.areacode_digits

default.start_hour
Default.end_hour
default.days

liveclock.enable

Default.max_realtime_age

default.permanentCallbackAgents

Description

Internal ID (ex. 7, 49....) of the default queue,
leave blank for no default queue.

Default queue log file.

When the real-time page for an agent is
computed, the queue_log is NOT read in its
entirety but only the last ‘n’ bytes.

In database storage mode, the number of
seconds, starting from now and counting
backwards, that will be queried for agent
events.

The top level directory where monitored calls
are held. All its subdirectories are explored
recursively.

Do NOT forget to add an ending slash.

How many digits to consider as a default area
code

Preset start and end hours and number of days
for the custom report.

If live clock is enabled, the system clock is
synchronized with Asterisk server system
clock.

How old a call can be included in real-time
report

If call-back agents should be considered still
logged on after a system reload; the current
version of Asterisk will do this automatically.
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default.considerIncompletetEntities

default.rewriteLocalChannels

Default.language

Default.country

sla.max_monitored_delay
sla.interval

layout.logo

Layout.splash
sqlPreset.i.table

sqlPreset.i.f_time_id
sqlPreset.i.f_call_id
sqlPreset.i.f_queue
sqlPreset.i.f_agent
sqlPreset.i.f_verb
sqlPreset.i.f_partition
sqlPreset.i.f_datal
sqlPreset.i.f_data2

Default: true

If incomplete entities (calls or agent sessions
that are in progress at the moment that are in
progress at the moment the analysis is being
run) should be counted in the reports or not.
Default: true

Rewrites queue_log entries in the form
Local | xxx@context to Agent [ xxx to make
deployment simpler for AAH users.

Default: false.

The default language. Must be one of the
installed language packs.

Default: en

The default country for the Locale. Must be one
of the installed language packs.

Default: US

The max delay and interval that will be shown
in the TOS graph

Your company logo (full or relative path) —
shall be resized to be an image 200 x 72. The
variable $WEBAPP refers to the local webapp,
as an alternative use the full http://... URL.

HTML string displayed on the login page.
Sets the table name for preset 7’

Defines the field used by the table in MySQL
storage. See page 75 and following for complete
information.
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sqlPreset.i.f_data3
sqlPreset.i.f_data4

sqlPreset.i.f_incr

Realtime.calls_invisible

realtime.agents_invisible

realtime.members_only

realtime.refresh_time

realtime.use_sql_now

callfile.dir

callfile.monitoring.enabled

callfile.monitoring.channel
callfile.monitoring.extension

callfile.monitoring.context

Is the calls panel in the realtime page invisible
by default? O false, 1 true

Is the agents panel in the realtime page
invisible by default? O false, 1 true

Are not the only agents to be shown on the
realtime page those who are “known” for the
queue? 0 false, 1 true

In how many seconds is the realtime page to
refresh?

0: analyze all available data; 1: analyze all
data which timestamp is lower than the
current NOW() function. Do not change.

The call-file directory Asterisk uses to generate
calls based on .call files. Must be writable by
the Java process. Default

/var/spool | asterisk [ outgoing

As an alternative, you may enter a Manager
interface URI here, in the format
tep:user:password@server

If you do, QM will not generate call-files but
will use the manger interface to generate calls.

If unattended audio monitoring is enabled on
this system. Default true.

The channel, and extension@context that will
be called to implement the unattended audio
monitoring functionality. Do not forget the
trailing /n in the channel.

A number of variables act as placeholders to be
substituted by the actual data Asterisk is
using:

*  $AG : the current agent
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callfile.agentpause.enabled
callfile.agentpause.channel
callfile.agentpause.extension
callfile.agentpause.context
callfile.agentunpause.enabled
callfile.agentunpause.channel
callfile.agentunpause.extension
callfile.agentunpause.context
callfile.agentlogin.enabled
callfile.agentlogin.channel
callfile.agentlogin.extension
callfile.agentlogin.context
callfile.agentlogoff.enabled
callfile.agentlogoff.channel
callfile.agentlogoff.extension
callfile.agentlogoff.context
callfile.calloutcome.enabled
callfile.calloutcome.channel
callfile.calloutcome.extension
callfile.calloutcome.context
callfile.agentdial.enabled

callfile.agentdial.channel

« $AE : the agent’s extension
+ $EM : the monitoring extension

See Enabling Unattended Call Monitoring on
page 119 for further information.

This function is used to start a pause from the
Agent’s page and to set its Pause Code - see
the sample dial plan provided.

This function is used to end a pause from the
Agent’s page - see the sample dial plan
provided.

This function is used to log in an agent from
the Agent’s page - see the sample dial plan
provided.

This function is used to log off an agent from
the Agent’s page - see the sample dial plan
provided.

This function is used to set the call outcome
code from the Agent’s page - see the sample
dial plan provided.

This function is not implemented yet.

This function is not implemented yet.
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callfile.agentdial.extension

callfile.agentdial.context

realtime.startHour

realtime.all_subqueues

default.joinMultiStintCalls

default.useEndingChannelName

default.showQueueComposition

default.useXmlExcel

default.hourly_slot

default.audioRpcServer

default.useRawAgentSessions

default.lockedAgentPopupCode

The starting hour of the day, in order to
compute realtime report. It can be either a
fixed hour (e.g. 3: from 3:00 AM) or a sliding
window if prefixes with S (e.g. s3: the last three
hours). Default value is 0 (from midnight). A
useful value is also -24 (yesterday’s midnight).

Enable default showing of all subqueues if set
to 1

If true, multi-stint calls are joined by default

If true, the last reference to an agent is used as
its name (in case they are different)

If true, show the details of the queues
composing the aggregate queue; if flase, show
only the aggregate queue’s name

True: Generate the Excel file as an XML file
(mandatory for UTF charsets); false: generate
as an ISO-8859 CSV file

How long in minutes is an hourly slot for
hourly breakdown. Default 60 minutes (1hr). If
set to e.g. 15, calls will be broken down by 15
minute intervals.

The URL of an external XML-RPC server for
both listening of recorded calls and live call
monitoring.

If true, show all agent sessions. If false, show
only agent sessions with at least one call
handled. Defaults to false.

If true, the agent cannot change their code in
the login/logoff/pause popups. Defaults to false.
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realtime.waitAlarmOnLiveCalls

realtime.hideExportButtons

sound.yellowAlarm

sound.redAlarm

cluster.servers

cluster.servername.manager

cluster.servername.queuelog

cluster.servername.monitored_calls

cluster.servername.callfilesdir

cluster.servername.audioRpcServer

cluster.servername.agentSecurityKey

Decide whether to check for alarms on the wait
time of ongoing conversations.

If true, hide export buttons on the Real-time
page. Defaults to false.

Sound to be played if a yellow alarm is
triggered. Can be both an absolute URL or a
relative path

Sound to be played if a red alarm is triggered.
Can be both an absolute URL or a relative
path

A set of servers, which names must be used for
subsequent properties

The manager API for this server, in the format
tecpruser:pass@server

The queue log partition to use, in the format
sql:P001

The directory where monitored calls for this
server can be found. If it starts with “http”, an
XML-RPC server to query this information

The directory in which callfiles must be
generated for this sever. Usually leave blank.

The URL of an XML-RPC server to be used for
audio monitoring

The key with which this cluster entry must be
protected on the Agent’s page

Configuring Asterisk for QueueMetrics

Though QueueMetrics is designed to analyze queue_log data provided by any Asterisk
installation, the following guidelines help make the most out of it.
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Configuring queues to report exit status

In the following example:

all calls are monitored, i.e. saved to disk;

if after 60 seconds on the queue the call is unanswered, the call is routed to
voicemail and this event is reported correctly by QM;

there are two levels of agents: agents 302 and 303 will answer the queue (level
1); only if none of them is available the call is routed to agent 301 (level 2). If
nobody is available, the queue keeps trying until timeout is reached.

Agents can transfer the call to other extensions by pressing the “#” key;,

Agents terminate the current call by pressing the “*” key.

Extensions.conf

[ g-ny-sanpl e]
; ...Qqueue description.....

exten => s, 1, Set Var (MONI TOR_FI LENAME=/ var / spool / ast er i sk/ QGSAMPLE-
${ UNI QUEI D})

exten => s, 2, Queue(g-sanple|nt]|]||60)
exten => s, 3, Pl ayback(voi cemail-invitation)
exten => s, 4, Voi ceMai |, s2001

Queues.conf

[ g- sanpl €]

nusi ¢ = defaul t

announce = g-sanpl e-announce
strategy = roundrobin

ti meout = 60

retry =5

maxlen = 0
announce-frequency = 0
announce- hol dtime = no

nmoni tor-format = wav
nonitor-join = yes
queue-youar enext = silence
queue-t hankyou = g-sanpl e-t hankyou
menber =>Agent/ 302, 0

menber =>Agent / 303, 0

menber =>Agent/ 301, 1

Make sure that you do not forget the explicit timeout when calling the Queue()
command from extensions.conf, or queue timeouts will not be logged by Asterisk and
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therefore not reported by QM. A patch that corrects this Asterisk behaviour can be
found at http:/bugs.digium.com/view.php?id=5422 .

Configuring URLs to be launched by the agent real-time page

The URL should be embedded in the Queue() command as prescribed by Asterisk

Exten => s, 7,
Queue(nmyqueue| nt | http://nysitel/app?ui d={ $UNI QUEI D} &cl i d={ $SCALLERI D} | | 60)

This command launches the queue ,myqueue“ and launches the webapp located at
http:/site/app passing the following parametrs:

1. uid is the Asterisk internal unique call id
2. clid is the Caller*ID for the current call

Listening to calls using QM

* Make sure it is legal
This is not strictly a QM issue, but before attempting to record all calls on a
queue, you should consult a lawyer to make sure it is legal in your country. It
would be probably fair enough to tell your operators their calls are being
recorded and to add a voice message telling the customers their call will be
recorded.

o Tell Asterisk to record all calls
To record all calls add something like this to extensions.conf:

exten => s, 1, Set Var (MONI TOR_FI LENAME=/ var / spool / asteri sk/ q/ QSAMPLE-
${ UNI QUEI D})
exten => s, 2, Queue(qg-sanple|nt|]|| 60)

This way all sound files are stored under /var/spool/asterisk/q/ with the name of
the queue (QSAMPLE) followed by the call id.

e Tell QueueMetrics where to look for the calls
You should set up the WEB-INF'/ configuration.property file in QM like this:

defaul t.nonitored_cal | s=/var/spool / asterisk/q/

When looking for the recording of a call, QM will explore all files contained in
/var/spool/asterisk/q/ and any directories below for a file name containing the
right call ID. It might find more than one file name and will display all of them.
It is possible that sometimes Asterisk fails at mixing together the two files
(Asterisk records separate files for the caller and the agent, and then tries to
mix them together at the end of the call) so you will find two files named -in and
-out instead.

o Tell QueueMetrics you have the right to listen to the calls
Any user willing to listen to calls must hold the key CALLMONITOR. This is to
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make sure that only authorized personnel can listen to recorded calls. If you do
not have this key, no sound files will be shown.

*  Make sure QueueMetrics has the right to read saved calls
You should make sure that the process running QM (i.e. the servlet container,
might be Tomcat, Jetty, or something else depending on your setup) has the
rights to access the files where recorded calls are stored.
If using a separate web server, it should not be able to access those files
directly, as QM will pipe out files only after enforcing security checks.

*  Debug tip: see which files QM sees
There is a hidden transaction in QM made to debug call listening. To launch it,
logon as an administrator and type the transaction “gm_show_files.do” in the
URL bar instead of the page name.
You will be lead to a page showing the filenames QM can read from the hard
disk, whether the current user has the CALLMONITOR key and the search
path as defined in default.monitored_calls.

Using AddQueueMember for dynamic agents

AddQueueMember is a command that lets you add dynamic agents to a queue. Its
main advantage is that you can add channels, i.e. terminals, so you'll have most of the
advantages of agents without the performance and stability problems that the agents
module may cost in very large systems.

Its disadvantage is that it does not log the agent login/logoff to the queue_log, and so
programs that analyze the queue log data like QueueMetrics will not see agents
logging on and off. This is a major organizational problem in a real-world call center,
where tracking agent logons and logoffs is vital to the smooth running of the
operations.

The answer is to add a fake queue_log data for each logon and logoff. For QM, it is
important to avoid multiple logoff lines and to compute online permanence with
logoffs.

To do the adding, you dial 422XX, where XX is your local extension; the same happens
with 423XX to be logged off.

; Add Menber - 422

exten => _422XX, 1, Answer

exten => 422XX, 2, AddQueueMenber (ny- queue, Sl P/ ${ EXTEN: 3})
exten => 422XX, 3, Systen( echo

" ${ EPOCH} | ${ UNI QUEI D} | NONE| SI P/ ${ EXTEN: 3} | AGENTLOG N - " >>
/var/| og/ asterisk/queue_| og )

exten => _422XX, 4, DBput (dynl ogi n/ | og_Agent - ${ EXTEN: 3} =${ EPOCH} )
exten => 422XX, 5, Hangup

File:QueueMetrics User Manual 141.doc Version: 23/08/07



L ow a QueueMetrics User Manual
y Page 117 of 130

research

Renove Menber - 423
exten => _423XX, 1, Answer
exten => _423XX 2, RenoveQueueMenber (ny- queue, SI P/ ${ EXTEN: 3})
exten => _423XX, 3, DBget ( ORGEPOCH=dynl ogi n/ | og_Agent - ${ EXTEN: 3})
exten => _423XX 4, Set (RvV=$[ ${ EPOCCH} - ${ ORGEPCCH}])
exten => _423XX, 5, Cotol f($["${RV}" = "0"] ?8: 6)

exten => 423XX, 6, Systen( echo
" ${ EPOCCH} | ${ UNI QUEI D} | NONE]| SI P/ ${ EXTEN: 3} | AGENTLOGOFF| - | ${ RV} " >>
/var/l og/asterisk/queue_ | og )

exten => _423XX, 7, DBdel (dynl ogi n/ 1 og_Agent - ${ EXTEN: 3})
exten => 423XX, 8, Hangup

With this setup, we verified that the queue_log can be analyzed by QueueMetrics and
the dynamic agent shows up fine (albeit with the name of a terminal, like SIP/23,
instead of the usual Agent/23 string, but you can modify it in QM itself).

This setup might even be used in a call center where agents are not actually used but
queues connect straight to terminals to "fake" agent logon/logoff, in order to have such
data available for reporting.

Defining outbound queues

Standard Asterisk queues are, by definition, inbound queues; they accept a number of
incoming calls, let them wait in line and distribute them to various agents based on
the queue logic.

To make it possible to analyze outbound calls with QM, we create the concept of an
“outbound queue”, that is all calls made by different agents that belong to the same
campaign. Of course there is no such thing as an outbound queue in Asterisk, so we
have to run an AGI script to produce the same information on queue_log for outbound
calls as it is automatically produced for inbound queues.

As this only regards the actual Dial(...) statement that Asterisk runs, it is possible to
have different sources of numbers to be dialled by agents on outbound queues; they
might enter the number on their keypad, or use the telephone, or maybe use a
predictive dialler for the task. QueueMetrics does not care, as long as the correct
events are logged.

The AGI script to be used instead of the Dial(...) command is available in the standard
QM distribution and can be used in the following way:

exten => xxx, 1, DeadAd (queueDi al . agi | Nunber | D al Stri ng| QueueNane| Agent)

The following parameter have to be passed by dialplan logic:
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e Number: the number you are trying to dial. Needed for correct logging only.

e DialString: the actual Asterisk dial string, like SIP/34, or maybe
IAX2/usr:pass@iax.server/8885551234. If you need additional parameters in the
Dial() command, modify the AGI script manually.

*  QueueName: the outbound queue to be used for accounting. Must be defined in
QueueMetrics and must not exist in Asterisk!

» Agent: the agent placing the call, e.g. Agent/123

A working example might be the following:
exten => 426, 1, DeadAd (queueDi al . agi | 34| SI P/ 34| queue- out - 1| Agent/ 101)

The terminal SIP/34 is dialled and the resulting events are logged as if generated by
Agent/101 working on queue-out-1.

Please note:

e The outbound queue should not be defined in Asterisk, but must be in
QueueMetrics.

*  When running a QueueMetrics analysis, some values are their own mirrors:
like, the Caller*ID of an incoming call is the number dialled of an outbound
queue.

*  When monitoring calls in real-time, it is impossible to distinguish calls waiting
to be answered from calls in conversation. This is an Asterisk limitation, as the
generated events are not provided in real-time. Those values are anyway correct
in the reports.

* Extensive debugging output is available at /var/log/asterisk/agi-log.txt

Enabling ACD call attempts recording on Asterisk 1.0 and 1.2

To get the AGENTATTEMPT code to work, it is necessary to patch the Asterisk
module called app_queue.c in order to track down the required information. In order to
perform this task, you must be confident with general Unix project patching and
recompiling. It is advisable that Asterisk be shut down before applying the patch.

In order to apply the patch, just copy the file app_queue_agentattempt.patch found
under WEB-INF /| README / to the apps/ directory of your Asterisk project, and then
issue the following statement:

patch -p0 < app_queue_agent attenpt. patch

File:QueueMetrics User Manual 141.doc Version: 23/08/07



L ow a QueueMetrics User Manual
y Page 119 of 130

research

As long as you see no errors, the patching process worked successfully. It's now time to
rebuild the app by issuing a general make statement from the main Asterisk directory.

Restart Asterisk and check that the queue system is still working fine.

To see if the patch was correct, try dialling a queue and see that Asterisk writes
AGENTATTEMPT records to the queue_log file.

Enabling ACD call attempts recording on Asterisk 1.4

Asterisk 1.4 is natively able to produce the RINGNOANSWER log entry that servers
the same purpose of AGENTATTEMPT, so no patching is necessary.

Enabling Unattended Call Monitoring

To enable unattended audio monitoring you’ll have to edit the Asterisk dialplan in
order to start audio monitoring.

e Make sure that the queuemetrics context exists and that the extensions 10 and
11 are defined for it. See Appendix I11: The [queuemetrics] context on page 127

e Make sure that the channel is set to Local / $SEM@sip / n if your current
telephones call on context sip.

» Make sure that the extension/context are set to 11/queuemetrics ( the
unattended audio monitoring endpoint).

* Make sure that the callfile.dir property points to a valid callfile directory, and
that will be writable by QueueMetrics. As an alternative you may enter a
Monitor URI in the format tcp:user:pass@server; in this case QM will not
attempt to generate a call-file but will use the Manager command to create an
equivalent call instead.

* Make sure the callfile.monitoring.enabled configuration property is set to true
* Make sure your users hold the MON_AUDIO key

* Make sure that each agent will have their local extension set in QueueMetrics;

({313

usually entering “-“ will be enough.

* Now, when you click on the icon, a callfile will be generated and call snooping
will start.

Enabling VNC Monitoring

To enable VNC monitoring you will first need a VNC server that is running on each
client’s machine and that will serve the current layout.
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You will also have to create a web page with a VNC client that may accept a VNC
URL and show a VNC client (there are a number of Java-based VNC clients that can
be displayed as an applet).

Configure the VNC URL as something like:
http://myserver/vnepage.php?ip=192.168.3.17

Where the PHP page will connect the VNC applet to the server located on address
192.168.3.17

Make sure that your users hold the MON_VNC key in order to be able to access this
feature.

As an alternative, we have some clients that use a simpler setup with each machine
having their own copy of UltraVNC - http://ultravnc.sourceforge.net/ - and each
machine running a web server with the locally-configured Java viewer. The VNC url is
then the address of the local machine; when a person connects to it, s/he is asked for a
password and then the screen is displayed through a Java applet. They report this
setup to be very simple and working very well.

Enabling Agent’s page actions
In order to enable actions on the Agent’s page:

* Check that all actions are enabled in the properties, this means that
callfile.actionname.enabled=true

e Check that a Manager API is configured correctly for the server

* Check that the dialplan on the server contains the appropriate commands for
this action. A sample [queuemetrics] context you can include easily within a
standard dialplan using call-back agents is provided as a reference.

Enabling XML-RPC call listening and streaming

It is possible to run remote audio monitoring of both completed and ongoing calls using
third party monitoring tools, for example Orecx. As QueueMetrics has no way of
knowing the internal details of such applications, we made it possible to call an
external XML-RPC server (we offer a stub written in PHP, but it can be written in any
language and reside on any server, as long as it uses an XML-RPC library) that will
basically pass back to QM the URLs required to perform the required task.

The XML-RPC server will be set by setting its URL in a configuration property, like
for example:

default.audioRpcServer=http://127.0.0.1/xmlrpc/xmlrpc_findaudio.php
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The server must implements two XML-RPC calls called:
- QMAudio.findStoredFile

This function is used to find and play back a stored audio file, by returning the URL of
a player that will play it or the audio file itself.

This function has in input the following parameters:
e $ServerlID: ignore for now
»  $AsteriskID: The Asterisk call-id, as written in the second field of queue_log
+  $QMUserlID: the ID of the current QM user
+ $QMUserName: the name of the current QM user

and it must return the following values:
« $FILE_FOUND : If the file was found or not (maybe it was not recorded)
e $FILE_LISTEN_URL . an URL to open up a player for this call
« $FILE_LENGTH : size of the audio file (shown as passed)
+ $FILE_ENCODING : encoding of the audio file (eg mp3)
e $FILE_DURATION : duration of the audio file

- QMAudio.listenOngoingCall

This function is used to query for an ongoing call. If found, QM will launch a new
popup to open the player which URL is returned.

This function has in input the following parameters:
e $ServerlD: ignore for now

$AsteriskID: The asterisk call-id, as written in the second field of queue_log

$Agent: the name of the agent being monitored e.g. “agent/101”
$QMUserID: the ID of the current QM user
$QMUserName: the name of the current QM user

and it must return the following values:
e $CALL_FOUND: If the call was found or not
e $CALL_LISTEN_URL : the URL of the player

+ $CALL_POPUP_WIDTH, $CALL_POPUP_HEIGHT: width and height of the
popup being opened. Currently a double popup is opened.
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To make implementer’s life easier, we provide a simple XML-RPC stub server under
WEB-INF | mysql-utils /xml-rpc that can be used as a starting point: no need to handle
the XML-RPC stuff, just change the results of the two supplied functions and data
goes back to QueueMetrics.

Enabling call outcomes

A call tracking code is a code to be input by a user telling the status of a call, be it
inbound or outbound. This status code is a string (though we suggest to use numeric
status codes, in order to make it easy to input them using a telephone keypad) and
may be input either when the call is ongoing or after a short while from its end.

The queue_log entry looks like the following one:

| 1234 1231. 1| NONE| Agent / 1234| CALLSTATUS| 21

This will set the CALLSTATUS to “21” for the call which Call-ID is “1231.17; it may be
an open call or it may be terminated by no longer than 30 minutes.

If it is not possible to force the Call-ID, a second version of the verb is available:

| 1234] 2222. 3] NONE| Agent / 1234| CALLSTATUS| 21| 1231. 1

This has exactly the same meaning; the second Call-ID passed as a parameter will
override the original one.

If you prefer, you may log the queue name instead of “NONE?” field shown above; in
any case QM will ignore this piece of information.

The following rules apply:

A CALLSTATUS row must be set after the call is started or it’s terminated; in
any other case it’s simply discarded

e There may be multiple CALLSTATUS rows for the same Call-ID; in this case,
the last one overrides pervious codes.

* The CALLSTATUS must be passed within 30 minutes from the end of a call.
 CALLSTATUS for a non-existent Call-ID will be discarded
* Even if a queue reset is detected, CALLSTATUS for existing Call-ID are applied

The agent may either be a fill “Agent/xxx” string or the valid name of an Asterisk
channel. It is acceptable to use a generic channel name instead of the specific one, i.e.
“SIP/123” and “SIP/123-abcd” are equivalent.

The sample [queuemetrics] context that comes with QueueMetrics can be used as a
starting point to output such data.
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Enabling pause codes

A pause reason code is a code to be input by a user telling the reason why a pause was
started. It should be ideally input together with the decision to go on pause, though
QueueMetrics will accept the code and will attach to the correct pause even if the
pause is resumed, as long as no other pause is started. The reason code is a string -
though we suggest to use numeric status codes, in order to make it easy to input it
using a standard telephone keypad.

The format is the following one:

| 1234 1231. 1| NONE| Agent / 1234| PAUSEREASON| 21

This will set the pause reason to “21” for the pause that is either going on or has just
finished. If the code is input after over 30 minutes from the end of the last pause, it is
discarded.

The following rules apply:

« A PAUSEREASON row must be set after the agent’s pause is started or it’s
terminated; in any other case it’s simply discarded

e There may be multiple PAUSEREASON rows for the same pause; in this case,
the last one overrides pervious codes.

* The PAUSEREASON must be passed within 30 minutes from the end of a
pause; otherwise it will be silently discarded.

« PAUSEREASON for a non-existent agent pause will be discarded.

o If a pause extends over multiple call sessions, the PAUSEREASON will be
correctly set only for sessions terminating after the PAUSEREASON has been
set.

* Even if a queue reset is detected, PAUSEREASON for existing pause are
applied

» The agent may either be a fill “Agent/xxx” string or the valid name of an
Asterisk channel. It is acceptable to use a generic channel name instead of the
specific one, i.e. “SIP/123” and “SIP/123-abcd” are equivalent.

The sample [queuemetrics] context that comes with QueueMetrics can be used as a
starting point to output such data.

File:QueueMetrics User Manual 141.doc Version: 23/08/07



L ow a QueueMetrics User Manual
y Page 124 of 130

research

For more information...

To know more about QueueMetrics in your specific setting or inquire about
commercial licences, please feel free to contact Loway.

The latest version of QM can be found on the home page located at the address
http:/queuemetrics.com

A number of how-to’s and recipes about QM are available on AstRecipes, see
http:/www.astrecipes.net

There is a QueueMetrics users forum for mutual support, troubleshooting and ideas at
http:/forum.queuemetrics.com
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Appendix |: Default users

The following users are come preconfigured in the default database.

Login Password Explanation
demoadmin demo The sample admin user
demouser demo The sample CC manager
demovisitor demo A sample visitor
demosupervisor demo A sample supervisor
robot robot A sample robot
Agent/101 999 A sample agent
Agent/102 998 Another sample agent

Make sure you change their default passwords before letting users access QM!
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Appendix II: Security keys

The following security keys are defined:

KEY
USER
USRADMIN
USR_AGENT
USR_QUEUE
USR_LOCATION
USR_OUTCOME
USR_PCODE
USR_MYSQL
REALTIME
QUEUE_AN
AGREP

AGENT
CALLMONITOR
MON_AUDIO
MON_VNC
ROBOT
CHPASSWD
SUPERVISOR

MEANING

Must be held by any valid user

User can edit other users and classes
User can edit agents

User can edit queues

User can edit locations

User can edit call outcomes

User can edit pause codes

User can see the MySQL database page
User can see real-time stats

User can run reports

User can filter reports by agent

User is an agent and sees agent page

The user can listen to a recorded call

The user can monitor a real-time call

The user can monitor an agent’s screen via VNC
User may launch ROBOT transactions.
User can change his own access password

User is a supervisor and can run the supervisor’s report
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Appendix lll: The (Queuemetrics) context

QueueMetrics is able to trigger a number of advanced functionalities, like audio
monitoring, clients logging in, going on pause, etc. right from the Asterisk dialplan.

In order to make this portable and easy to understand, we suggest to create a special
context named queuemetrics in your dialplan where QueueMetrics will trigger
functions through a callfile. An example file that is ready-to-use for most call centres
can be found under WEB-INF /| mysql-utils | extensions-examples — see the included
README file for more detalils.

We therefore define a number of functions in the terms of extension relative to the
context queuemetrics, as follows:

Ext. Notes

10 Dummy extension.

Used only because a call-file requires two end-points in any case. Define as:
exten => 10, 1, Answer

exten => 10,2, Wi t (10)

exten => 10, 3, Hangup

11 Remote monitoring.

This extension makes unattended monitoring possible through the command

ChanSpy(). The variables QM_AGENT_CODE, QM_EXT_ MONITOR and
QM_AGENT_EXT are set. The following example explains how the feature

works:
exten => 11, 1, Answer
exten => 11,2, NoOp( " QM AGENT_CODE: ${ QW AGENT_CODE}" )
exten => 11,3, NoOp( " QM EXT_MONI TOR ${QV EXT_MONI TOR}" )
exten => 11,4, NoOp( " QM AGENT EXT: ${QM AGENT EXT}" )
exten => 11,5, ChanSpy( ${ QI AGENT_CODE} | q)
exten => 11, 6, Hangup

12 Call status code

This extension logs a calls status code. The variables CALLSTATUS, CALLID
and AGENTCODE are defined. The following example explains how the
feature works:

exten => 12,1, Answer

exten => 12,2, NoOp( "QMt Setting call status '${CALLSTATUS}' on call
"${CALLID}' for agent '${ACGENTCODE}'" )

exten => 12, 3, Systen{ echo
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20

21

22

23

" ${ EPCCH} | ${ CALLI D} | NONE| Agent / ${ AGENTCODE} | CALLSTATUS| ${ CALLSTATUS}" >>
/var/ | og/ asterisk/queue | og )

exten => 12, 4, Hangup

Agent login

This extension logs in a call-back agent. The variables AGENTCODE and
AGENT_EXT are defined. Please note that for this to work properly, there
must be no password set on the Asterisk agent.

The following example explains how the feature works:

exten => 20, 1, Answer

exten => 20,2, NoOp( "QWM Loggi ng on Agent/ ${ AGENTCODE} to extension
${ AGENT_EXT} @i p" )

exten => 20, 3, Agent Cal | BackLogi n( ${ AGENTCODE} | | ${ AGENT_EXT} @i p)
exten => 20, 4, Hangup

Agent logoff
This extension logs off an agent. The variable AGENTCODE is defined. The
following example explains how the feature works:

exten => 21,1, Answer

exten => 21,2, NoOp( "QW\ Loggi ng of f Agent/ ${ AGENTCCDE}" )

exten => 21, 3, Systen(asterisk -rx "agent |ogoff Agent/${AGENTCODE}")
exten => 21, 4, Hangup

Agent pause (with pause code)
This extension pauses an agent and sets the pause code. The variables

AGENTCODE and PAUSEREASON are defined. The following example
explains how the feature works:

exten => 22,1, Answer

exten => 22,2, NoOp( "QW Pausing Agent/ ${ AGENTCODE} w th pause reason
' ${ PAUSEREASON}' " )

exten => 22, 3, PauseQueueMenber (| Agent / ${ AGENTCODE} )

exten => 22,4, Systen( echo
" ${ EPCCH} | ${ UNI QUEI D} | NONE| Agent / ${ AGENTCCDE} | PAUSEREASON| ${ PAUSEREASON} "
>> [var/| og/ asterisk/queue_| og )

exten => 22,5, Hangup

Agent unpause
This extension unpauses an agent. The variable AGENTCODE is defined. The
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following example explains how the feature works:

exten => 23,1, Answer

exten => 23,2, NoOp( "Q\t Unpausi ng Agent/ ${ AGENTCODE} " )
exten => 23, 3, UnpauseQueueMenber (| Agent / ${ AGENTCODE} )
exten => 23, 4, Hangup

In order to trigger these functions, QueueMetrics need to be able to access the Asterisk
callfile spool, as defined by the callfile.dir property.. If your Asterisk system is remote,
you’ll have to arrange a periodic file transfer or use a disk share in order to make the
above features work.

As an alternative, QueueMetrics may connect to a working Asterisk server over the
Manager interface. See the description of the callfile.dir property for more
information.

Appendix IV: Glossary

Agent: a person working at the monitored call center and answering to calls. Asterisk
offers a way for agents not to be bound by physical telephone terminals but to log on to
tell the system they are available.

Call-back agent: an agent that will not stay on-line, but which telephone will be rung
by Asterisk when a call comes in for him.

Caller: a person calling the Asterisk system

Callfile: a function in Asterisk, where by writing a specially-crafted file, it is possible
to interact with the dialplan.

Composite queue: A virtual queue made of more than one physical queue. Useful for
reporting all center activity at once.

Manager interface: a TCP/IP Asterisk interface, where a process with the right
credentials can connect to a remote Asterisk server over the network and control or
query its behaviour. Must be enabled manually by the Asterisk administrator.

Monitoring: in Asterisk terminology, the act of recording to disk.

Queue: the call distribution object that let Asterisk keep callers waiting and
distributes them in the correct order to available agents. Each caller is processed on a
first-come-first-server basis.

VNC: a technology that can display the screen of another computer on your own
screen through a TCP/IP connection. A number of free and commercial VNC
implementations exist.
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